Performance Analysis of Avalanche Photodiode for Direct Detection LADAR Receivers

M. B. EL MASHADE, H. Konber, M. Ashour & A. AboElEzz
Electrical Engineering Dept., Faculty of Engineering, Al-Azhar University, Nasr City, Cairo, Egypt
ElMashade@yahoo.com

Abstract

LADAR systems constitute a direct extension of the conventional radar techniques. Because they operate at much shorter wavelengths, LADARs have the unique capability to generate 3D images of objects. These laser systems have many applications in the defense fields concerning target detection and identification. The extraction of these features depends on the processing algorithms, target properties and 3D images quality. Our scope in this research is to use the Avalanche photodiode as a basic detector in three dimensional imaging LADAR systems and analyze its behavior against different operating conditions. Avalanche photodiode in its linear mode gives good performance only for high count rate of photo-electrons. In the case of low count rates (extremely weak signals), this device must be biased above its breakdown voltage in order to have higher sensitivity. This situation is known in the literature as Geiger-mode operation. This mode of operation suffers from mean primary noise rates in the measured interval. This in turn may cause the detector not respond before receiving the desired signal. When the Avalanche photodiode is biased below its breakdown voltage with highest achievable gain value, and followed by an ultra low noise amplifier, it becomes sensitive to the single photo-electron. This operating mode is called Linear-mode single photon. The operation of the detector in this mode overcomes the drawbacks of the Geiger-mode. Detection and false alarm probabilities are analyzed for each one of these operating situations.
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1. Introduction

LADARs or laser radars, detect targets using a laser source for producing the electromagnetic radiations. The prevalent method is to send a pulse and measure its time of flight when it arrives back at the receiver. The measured time gives an estimation of the target range for each laser shot. Such LADAR systems provide distant images and could be used as target seekers. Avalanche photodiodes (APDs), on the other hand, are commonly used in light wave systems as detectors of optical signals because of their multiplication property which can enhance the signal-to-noise ratio (SNR) of a detected optical signal, even though APD’s introduce excess
noise. In addition, they represent an important part of optical devices in fiber-optic communication systems. As a key component in these transmission systems, ultrahigh-speed photodetectors are able to not only increase the transmission capability in a single channel, but also reduce the required number of channels and complexity of management in a wavelength-division-multiplexing (WDM) fiber communication system [11]. They operate by converting each detected photon into a cascade of electrons. Therefore, a pulse of light can produce a sufficiently high charge to be readily detected by the electronics following the APD. Moreover, to achieve high bandwidth-efficiency product performance, avalanche photodiodes (APDs) are the preferred type of optical detectors due to their internal gain and high sensitivity in comparison with other types of photodiodes. These detectors can be operated in one of the following three modes: linear mode, Geiger-mode photon counting (GM-APD), and Linear mode single photon counting (LM-SPAPD). Owing to the afterpulse phenomenon, Geiger mode suffers from long reset time following each detection event [5, 6]. The very large breakdown current that flows in a Geiger APD during a detection event populates traps that release their trapped carriers over time. Once the Geiger APD returns to service after the firing process, the more likely it is to trigger-off of a carrier that was trapped during the previous detection event, registering a spurious count. Quench times greater than 1 µs are generally necessary, and as the operating temperature becomes lower, as the APD requires longer time for the quench duration. In contrast, the current that flows in a linear-mode APD is too small to fill any appreciable population of traps, so linear APDs return from detection events as soon as the current pulse clears the diode junction (typically in ~1 ns). A brief discussion about the behavior of these modes will be given here.

An APD is affected by two sources of noise, dark noise and afterpulsing. Dark noise is due to the thermal excitation of electrons in the ionization region. The dark noise is reduced by adjusting the temperature and the reverse bias, which reduce also the quantum efficiency (QE). Afterpulsing is due to the trapping of electrons during an avalanche in defect levels in the ionization area of the APD. The trapped charges trigger an avalanche during the next gate. An easy way to reduce the afterpulsing is to use a dead time longer than the lifetime of the trapped carriers, which is of the order of several microseconds.

In the first mode of operation, the APD is biased below its breakdown voltage [1] in such a way that the average output current is proportional to the incident optical power and its magnitude is proportional to the primary photocurrent with the internal avalanche gain as a constant of proportionality. It is of importance to note that the performance of photodetector in this mode of operation is limited by the APD excess noise which is excited by the randomness of the APD gain mechanism. On the other hand, the second mode of operation is characterized by biasing the APD above its breakdown voltage with an amount ΔV and the voltage remains in this new value until a generation of a primary electron-hole pair, either thermally or optically, which in turn initiate the breakdown. One of the generated carriers enters the multiplication region of the depletion layer to initiate the discharge. This behavior will lead to a strong output current spike that can be counted. So, Geiger-mode operation is a nonlinear digital detection approach and so, it cannot resolve multiple photons. In the last one of modes, [2] the APD is biased within one or two volts before the breakdown voltage takes place. The average gain in such a photon counter should be set to its highest stable value and this necessitates a temperature control as well as a highly stable voltage supply for the APD to be satisfactory operated. It is well known that each photon absorbed in this mode of operation will result in a photocurrent pulse and the amplitude of this pulse is much smaller than that obtained by (GM-APDs). Due to the modest value of the generated pulse, the APD can not be used individually; instead it is used in conjunction with an ultra low-noise preamplifier and a comparator with a threshold of 5-6 times greater than the amplifier noise level [2]. The result of this arrangement is that the APD becomes capable of counting those pulses for which the gain exceeds the threshold level. The major advantage of this type of photon counting is its ability of eliminating both afterpulsing and slow recovery process following each avalanche breakdown that may be observed in the case of GM operation. As a result of this behavior, the counter dead time is limited only by the electrical bandwidth of the APD and its subsequent circuits.

Our scope in this manuscript is to evaluate the performance of such LADAR systems that employ the APD as a photodetector. The primary concern here is to determine the false alarm and detection probabilities of the underlined scheme in each one of its modes of operation.

Detection and false alarm probabilities in the presence of dark current and background light have been calculated for linear mode operation [3], and Geiger mode operation [4]. Comparison has been presented between these two modes of operations [5, 6]. Our study takes into account the previous results and introduces a complete view for the three types of APD operation applied to LADAR system model. The organization of
the manuscript is as follows: section 2 describes the statistical model of the signal being detected. Section 3 discusses the statistics of the APD in linear mode operation with the performance plots. Section 4 depicts the statistic of the APD in Geiger-mode operation. Section 5 displays the statistics the APD in linear mode single photon operation. Section 6 discusses the performance plots for Geiger-mode operation and linear mode single photon operation for single and multiple pulses. Our conclusions are summarized in section 7.

2. Statistical Model Description

2.1. Proposed System description

The proposed direct detection LADAR system (i.e., allowing range measurements only) based APD focal plane array (FPA) system is as follow: [3, 4, 5, 6, 9]; APD FPA with 256\times256 pixel array size, average fill factor $\gamma = 70\%$, aperture diameter $d = 0.2$ m, optics with focal number $f / 2$, and angular pixel pitch of $\phi_{\text{pixel}} = 0.1$ m rad. The angular pixel pitch and the pixel intermediate field of view (IFOV) are not equal as the active pixel size is less than the distance between the pixels. Each detector have quantum efficiency $\eta = 0.38$. Assumed laser source is with photon wavelength of $\lambda = 1064$ nm (i.e., Nd Yag laser). The beam divergence of the illuminating laser is given by: $\theta = \sqrt{2 \times 256 \times \phi_{\text{pixel}}} \approx 36.2$ m rad, that illuminate the field of the whole array. The detector is activated for a period of time corresponding to range gate of interest called gate time $T_{\text{gate}}$, that time is divided to the smallest subdivision of time equal to the pulse duration (i.e., measurement time $\tau$) and therefore the smallest distance resolution $\Delta r$ that the LADAR system can record. The measurement gate will assumed to be 200 m starting from $r_{e} = 500$ m, with range resolution of $\Delta r = 0.2$ m, that required integration time of $\tau = 2 \Delta r / c \approx 1.33$ ns, where $c$ denotes the velocity of light in free space. The range to the target $r$ is related to target range bin $B$ as $r = r_{e} + B \Delta r$.

2.2. Signal Model

When a diffused target is illuminated by a LADAR, the mean number of signal photons per time interval reflected from that target is a random process. It is shown that the target signal creates $k$ primary photo-electrons in the target bin, the distribution of which follows the negative-binomial formula [7] which is given by;

$$P_{S}(k) = \frac{\Gamma(k + M)}{k! \Gamma(M)} \left( 1 + \frac{M}{N} \right)^{-k} \left( 1 + \frac{N}{M} \right)^{-M}$$

In the above expression, $P_{S}(k)$ represent the probability density function (PDF) of the $k^{th}$ primary photo-electrons, $N_{k} = \langle k \rangle$ is the mean number of photo-electrons in the measured interval, $M$ denotes the number of degrees of freedom in the sampled intensity (speckle) distribution, and $\Gamma(x)$ designs the gamma function. It is worth noted that $M$ may be non-integer in the case where it is determined at the receiving aperture.

The background photons and dark current count statistics are generally obeying Poisson distribution since they have nearly constant parameter rates. It is noted that a Poisson process has the reproductive property which means that the sum of any number of statistically independent Poisson-distributed random variables is itself a Poisson distributed random variable, with a mean rate given by the sum of the individual mean rates. Additionally, the number of events generated in any time interval is statistically independent of the number generated in any other non-overlapping interval.

After this brief introduction, let us now turn our attention to the problem of detection of the reflected laser light. It is more reasonable to assume that it follows a Poisson process given that the following two conditions are fulfilled; The first condition is that the quantity $M / N$ must be much greater than one, while the second one concerns with the atmospheric turbulence that must have a negligible effect on the speckle pattern at the receiving end. For the last condition to be satisfied, the propagation distance must be short vertical (in our analysis, the maximum measurement distance is 700 m).

2.3. Calculation of main signal and background radiation

This section is devoted to derive the basic formulas for the mean number of photo-electrons generated by reflected laser pulse as a function of target range, and that caused by natural background sunlight reflection.
The mean number of primary photoelectrons per pixel generated by a collection of laser photons reflected from a resolved target (i.e., collected light from an area $A_{\text{ROI}}$ on the target ≤ target cross section) at range $r$ is calculated from laser radar equation as [5]:

$$\overline{N}_s = \frac{E_\lambda}{h \nu} \cdot \eta \cdot \rho \cdot \frac{A_{\text{ROI}}}{A_{\text{spa}}} \cdot \frac{A_{R}}{\pi r^2} \cdot T^2 \cdot \exp \left( -\frac{2r}{V} \right) \cdot \frac{d^2}{4r^2}$$

(2)

In the above expression, $E_\lambda$ represents the transmitted laser pulse energy, $\lambda$ is laser wavelength, $r$ is range to the target with reflectivity $\rho$. Meteorological visibility $V$ determines the propagation loss $T$ through the atmosphere, $\phi_{\text{pixel}}$ denotes the angular pixel pitch, $\theta$ is the laser divergence to illuminate the field of the whole array, $d$ is the aperture diameter, which has an area $A_R = \pi d^2/4$. The aperture collects the light from an area $A_{\text{ROI}} = \gamma \pi r^2 \phi_{\text{pixel}}^2 / 4$ on the target, where $\gamma$ is the effective detector fill-factor, $A_{\text{spa}}$ is the projected illuminated area by laser and it equal to $\pi r^2 \theta^2 / 4$.

The mean number of photo-electrons generated from background radiation in the measurement bin time interval can be given from the following equation [4]:

$$n_{bg} = I_{\text{sun}} \frac{\lambda}{hc} \eta \sigma \Psi \theta^2 (\rho / \pi) A_R \beta \tau$$

(3)

where, $I_{\text{sun}}$ is the spectral irradiance of the sun, $\sigma$ is the total atmospheric, and system attenuation, $\Psi$ is the cosine of target orientation, and $\beta$ is the bandwidth of the spectral filter.

Assuming $\rho = 0.5$, $V = 10$ km (i.e., almost clear weather), $I_{\text{sun}} = 653 \text{ Wm}^{-2} \text{ um}^{-1}$ at 1.064 um [19], $K_{s} = 0.2$, $\Psi = \cos(45^\circ) = 0.7071$ at 45°, $\beta = 1$ nm. The mean number of photo-electrons generated from background radiation in the measurement bin time interval is $n_{bg} = 0.0125 \text{ /bin}$ time based on assumed system parameters. The values of the quantum efficiency or the value of target reflectivity might be inexact, but that variance will only appear as a scaling of the number of generated photo-electrons, that can be compensated by changing the transmitted laser pulse energy. APD that fabricated from silicon have weak response at 1064 nm [6]. Highly sensitive linear APDs manufactured from HgCdTe, InGaAs/InP, and InGaAs/InAlAs have also been reported that may be compatible with photon counting. In particular, electron avalanche HgCdTe APDs should be capable of linear photon counting at 1064 nm [8].

Fig. 1 illustrates the mean number of photo-electrons generated as a function of target range bin $b$, for different values of transmitted laser energy.

In the following analysis the transmitted energy will be divide into two groups, the first one will result in received signal that will be used to examine the APD in linear mode (i.e., transmitted energy of 150, 100, 50 uJ), and the second one of them will result in received signal that will be used to examine the APD in photon counting modes.

![Fig. 1: Mean number of photo-electrons generated as a function of transmitted laser energy: measurement gate start from 500 m with range gate of 200 m; range resolution is 20 cm. The range to the target $r$ is related to target range bin $B$ as $r = r_1 + B \Delta r$. Solid curves will be used in the analysis of linear mode APD, dashed curves will be used in the analysis of Geiger mode APD, and linear mode SP-APD.](image-url)
By using Yura’s simple $r^{-2}$ approximation [10] assuming resolved target, $M$ can be computed as $M \approx 1 + \frac{A_B A_{RNC}}{A_1 r^2}$. Based assumed parameters, $M$ will equal to 154.7185. The value of $\frac{M}{\overline{N_s}}$ is between 5.2 and 63.5 for received transmitted energy of 150 μJ at range bin 1, and received transmitted energy of 5 μJ at range bin 1000 respectively. Fig. 2 shows the matching between Poisson and negative-binomial distributions curves for the two cases. So under the previous two conditions the negative-binomial distribution reduces to Poisson signal statistics as follow:

$$P_s(k) = \frac{\overline{N_s}^k}{k!} \exp\left(-\overline{N_s}\right)$$  \hspace{1cm} (4)

![Fig. 2: negative-binomial distribution and Poisson distribution for $M/\overline{N_s} = 5.2$ (solid curve), $M/\overline{N_s} = 63.5$ (dashed curve).](image)

3. APD in Linear Mode Operation

Use of an APD detector in linear mode causes an excess noise in the APD output due to the randomness of the APD gain. The excess noise is usually characterized by an excess noise factor, which is the ratio of the actual noise generated in an APD to the noise that would exist if all carrier pairs were multiplied by exactly $G$, where $G$ is the average APD gain. The excess noise factor is related to the APD device parameters by the following relation [11];

$$F = k_{off} G \cdot (2 - \frac{1}{G}) (1 - k_{off})$$  \hspace{1cm} (5)

where $k_{off}$ is the ratio of the ionization coefficients of holes and electrons in the multiplication region of the APD. The smallest value of the excess noise factor is two for ideal APDs with $k_{off} \to 0$ and $G \to \infty$. In practice, the output signal from an APD is still too small to be conveniently used and it must be further amplified for subsequent signal processing. Each amplifier adds thermal noise to the output but the dominate thermal noise source is from the first stage amplifier which is often called the preamplifier.

3.1 Noise Modeling

3.1.1 Signal to Noise Ratio.

The output signal to noise ratio (SNR) from APD amplifier can be written in the following form [2, 12];

$$SNR = \frac{(G_p \overline{N_s})^2}{FG^2(N + \overline{n_{bg}}) + F_g G^2 \frac{I_x \tau}{e} + \frac{I_r \tau}{e} + \sigma_{amp}^2}$$  \hspace{1cm} (6)

where $G_p$ is the photo-electron gain, $\overline{N_s}$, $\overline{n_{bg}}$ are the mean number of photo-electrons generated from the received signal and background respectively in the measurement interval $\tau$, $I_x$, and $I_r$ are the APD surface and bulk leakage currents respectively, the surface dark current is not multiplied because it doesn’t flow in the avalanche region, but the bulk dark current is multiplied because it flow in the avalanche region. $e$ is the electron charge, and $\sigma_{amp}^2$ is the variance of the total amplifier noise equivalent current at the input of the preamplifier integrated over $\tau$. The total amplifier noise can then be written, to a good approximation, as $\sigma_{amp}^2 = I_{amp} \tau/e$, where $I_{amp} = 2KT/eR_f$ is the amplifier noise equivalent current [2]. $G_d$, $F_d$ is mean gain and excess noise factor respectively of dark-generated criers, their derivations are given by Hakim et al [12, 13], where $G_d = (G_p - 1)/\alpha$, $F_d = \left(1 + \alpha G_d\right) / \left(1 + k_{off} \alpha G_d\right)$, and $\alpha = \ln \left(1 + k_{off}\right) / \left(G_p + k_{off}\right)$ where $\alpha = \ln \left(1 + k_{off}\right) / \left(G_p + k_{off}\right)$ is the electron ionization rate multiplied by depletion width.
3.1.2 Statistical Model of Noise and Probability of False Alarm.

The noise electrons at the output of the APD amplifier are the sum of the amplified background photoelectrons, electronic noise caused by the APD total dark current, and amplifier noise electrons. Based on the central limit theorem, the electronic noises are assumed to be zero-mean Gaussian process with a noise variance equal to the sum of the individual noise variances as follow;

\[
p_e(m) = \frac{1}{\sqrt{2\pi\sigma_n^2}} \exp\left(-\frac{(m)^2}{2\sigma_n^2}\right) \tag{7}
\]

where \( m \) represents the output noise electrons from the APD amplifier, and \( \sigma_n^2 \) represent the sum of all noise contributions of APD dark current, and amplifier noise electrons variances. \( \sigma_n^2 \) can be given as;

\[
\sigma_n^2 = \frac{F_G G_d}{e} \left( \frac{I_s + \frac{I_R}{e} + \frac{2KT}{eR_i}}{e} \right)
\]

(8)

The discrete PDF that represent the distribution of background photoelectrons is assumed to be Poisson as follow;

\[
p_{ne}(k) = \frac{(\bar{n}_{ne})^k}{k!} \exp\left(-\bar{n}_{ne}\right) \tag{9}
\]

The probability of obtaining \( m \) multiplied electrons given \( k \) primary photo electrons as a function of average gain \( G \), ionization coefficient ratio \( k_{eff} \), was found by McIntyre [14] as follow;

\[
p_{ke}(m|k) = \frac{k \cdot \Gamma\left(\frac{m}{1-k} + 1\right)}{m \cdot (m-k)! \cdot \Gamma\left(\frac{mk_{eff}}{1-k_{eff}} + k + 1\right)} \left(1 + k_{eff} \frac{(G-1)}{G}\right)^{\frac{mk_{eff}}{1-k_{eff}}} \left(\frac{(1-k)(G-1)}{G}\right)^{m-k} \tag{10}
\]

then, the probability of obtaining \( m \) multiplied electrons given the mean number of background photoelectrons will be given as follow;

\[
p(m|\bar{n}_{ne}) = \sum_{k=0}^{m} p_{ke}(m|k) p_{ne}(k)
\]

\[
= \sum_{k=0}^{m} \frac{k \cdot \Gamma\left(\frac{m}{1-k} + 1\right)}{m \cdot (m-k)! \cdot \Gamma\left(\frac{mk_{eff}}{1-k_{eff}} + k + 1\right)} \left(1 + k_{eff} \frac{(G-1)}{G}\right)^{\frac{mk_{eff}}{1-k_{eff}}} \left(\frac{(1-k)(G-1)}{G}\right)^{m-k} \frac{(\bar{n}_{ne})^k}{k!} \exp\left(-\bar{n}_{ne}\right) \tag{11}
\]

The probability of \( m = 0 \) is the same as the probability of \( k = 0 \) given \( \bar{n}_{ne} \). Total noise probability density function can be computed by convolving Eqs. (11) and (7) by using numerical convolution. Since characteristic function of any probability density function is its Fourier transform, then by getting the discrete Fourier transform for each probability density function and getting the inverse of there multiplication, we can find the probability density function numerically as follow;

\[
p_n(m) = \text{IFT} \left( \text{FFT} \left[p(m|\bar{n}_{ne})\right] \ast \text{FFT} \left[p_e(m)\right] \right) \tag{12}
\]
The probability of false alarm (PFA) can be determined by summing Eq. (12) from the value of \( m \) that satisfy our threshold value to infinity as follow;

\[
P_{fa} = \sum_{m=\text{th}}^\infty p_s(m)
\]

(13)

### 3.2 Probability of signal plus noise and Target detection probability

In the same way, the probability of multiplied photoelectrons (signal plus background) will be given by the following equation;

\[
P_{s+bg}(m) = \sum_{k=1}^{\infty} p_{MC}(m \mid k) p_{s+bg}(k)
\]

\[
= \sum_{k=1}^{\infty} \frac{k \cdot \Gamma\left(\frac{m}{1-k} + 1\right)}{m \cdot (m - k)! \cdot \Gamma\left(\frac{mk_{\text{eff}} - 1}{1-k_{\text{eff}}} + 1\right)} \left(1 + k_{\text{eff}}(G - 1)\right)^{-1}\frac{mk_{\text{eff}} - 1}{1-k_{\text{eff}}} \exp\left(-\frac{(m - \bar{N})}{G}\right)
\]

\[
\times \left(\frac{(1-k)(G - 1)}{G}\right)^{-1} \left(\frac{N_s + \bar{n}_{bg}}{k!}\right)^{m-k} \exp\left(-\frac{N_s + \bar{n}_{bg}}{k}\right)
\]

(14)

Webb, McIntyre, and Conradi [15] proposed a simpler approximation to Eq.(14) that is applicable only in the case of Poisson distributed primary photoelectrons. This simpler probability distribution is given by;

\[
p(x) = \frac{1}{\sqrt{2\pi(1+x/\lambda)^{3/2}}} \exp\left(-\frac{x^2}{2(1+x/\lambda)^{3/2}}\right)
\]

(15)

where, \( x = \frac{m - G \bar{N}}{\sqrt{G^2 N}} \), \( \lambda = \frac{N F}{F - 1} \), and \( \bar{N} = N_s + \bar{n}_{bg}\)

Eq.(15) can be written in terms of multiplied electrons \( m \) by using the standard method for changing statistical variables as follow;

\[
P_{WMC}(m) = p(x) \frac{dx}{dm} \bigg|_{x \rightarrow \bar{N}G / \sqrt{G^2 F}}\frac{dx}{dm} = \frac{1}{\sqrt{G^2 F}}
\]

so we will have;

\[
P_{WMC}(m \mid \bar{N}, \bar{n}_{bg}) = \frac{1}{\sqrt{2\pi NG^2 F}} \left[1 + \frac{m - \bar{N}G(F - 1)}{NGF}\right]^{3/2} \exp\left[\frac{(m - \bar{N})G^2 F}{2NG^2 F} - \frac{1}{1 + \frac{m - \bar{N}G(F - 1)}{NGF}}\right]
\]

(16)

Fig. 3 shows the comparison between WMC approximation and McIntyre equation assuming APD with gain \( G=100 \), and ionization coefficient ratio \( k_{\text{eff}} = 0.02 \) [9]. From Fig. 3 we can note that WMC is very good approximation to the McIntyre distribution especially for values of \( \bar{N} \) greater than 3, then the probability density function of signal plus noise (background noise and electronic noise) can be given by the following equation;
\[ p_{\text{sum}}(m) = \text{IFFT}(\text{FFT}(p_{\text{WMC}}(m) \mid N_s + n_s)) \times \text{FFT}(p_n(m)) \]  
(17)

where \( p_n(m) \) is given by Eq. (12).

The probability of detection can be calculated as follow;

\[ P_D = \sum_{m=n_0}^{\infty} p_{\text{sum}}(m) \]  
(18)

Fig. 3: Probability of signal plus background noise as a function of APD multiplied output electrons (m) by using WMC approximation (dashed curves) and McIntyre density function (solid curves).

Fig. 4: Probability of signal plus noise at APD amplifier output.

3.3 Numerical Simulation results for linear mode APD

By using the assumed APD data in Table I [3], we can find that \( \sigma_n^2 = 1897.28 \).

<table>
<thead>
<tr>
<th>Table I. Assumed parameter of APD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionization ratio</td>
</tr>
<tr>
<td>Photoelectron gain</td>
</tr>
<tr>
<td>Surface leakage current</td>
</tr>
<tr>
<td>Bulk leakage current</td>
</tr>
<tr>
<td>( F_e )</td>
</tr>
<tr>
<td>( F_a )</td>
</tr>
<tr>
<td>( G_{\text{opt}} )</td>
</tr>
<tr>
<td>Amplifier noise equivalent current</td>
</tr>
</tbody>
</table>

Fig. 4 shows the probability of signal plus noise \( p_{\text{sum}}(m) \) by using Eq. (17). We can note from that figure, as the mean number of electrons at the output of the amplifier increase, the probability of signal plus noise can be approximated by Gaussian distribution.

Fig. 5 shows the amplifier output noise electrons probability density function by using numerical convolution (i.e., Eq. (12)). Fig. 6 shows the result of PFA as a function of threshold electrons \( m \). From Fig. 6, the threshold under numerical convolution is 922 electrons for PFA of \( 10^{-4} \).

Fig. 7 shows the probability of detection as a function in target range bin number with threshold of 922 electrons. From Fig. 7 we can note that the analog mode of operation has good performance for mean photo-electrons greater
than ten photo-electrons (solid curves in Fig. 1), and have bad performance for small values of mean photo-electrons (i.e., low count rate operation). So this mode of operation is suitable only for high count rate operation. Low count rate operation require more sensitivity for one photo-electron, such as Geiger-mode APD operation, or Linear mode single photon APD operation. It is very important to note that in our analysis, the APD gain is not optimized for maximum SNR.

### 4. APD in Geiger-mode operation

In Geiger mode, the reverse bias across an APD is so high that the rate of creation of charge carriers by impact ionization exceeds the rate at which the charge carriers can be extracted from the device, and the output current quickly surges to a saturated value set by circuit parameters. A single electron can initiate the current surge, or firing. The term primary electron will be used for an electron that initiates a firing. Three Poisson processes create primary electrons, which are created by absorption of laser photons reflected from the target, absorption of background photons (i.e., reflected sunlight), and dark current electrons, which are created by thermal effects within the detector material. These processes are statistically independent of one another as long as the rate of primary-electron creation is not saturated.

#### 4.1 Detection Model by Typical Geiger-Mode APD

The APD is biased into Geiger mode for a particular time interval, (measurement gate time), on every laser pulse which is divided into discrete bins, each with the same time duration. Above the breakdown voltage, Geiger-Mode APD is characterized by the breakdown probability, which is the probability that a single primary carrier into the multiplication layer of the APD will trigger the avalanche breakdown. The ideal case and also the worst case, is that the detector fires in response to the first primary electron created within the gate (i.e., breakdown probability equal to one), so our threshold value is one electron ($k_{th} = 1$). Thus, if the detector fires from a noise source before laser photons reflected from the target arrive, then the detector will not respond to the target return for that laser pulse.

#### 4.1.1 Probability of detection for Geiger mode operation (single pulse)

Define $\bar{N}_s$ as the mean number of target return photoelectrons created within the bin duration time. Assume that the mean rates of primary electrons creation by absorption of background photons and by dark current are constant during data collection. The combined mean rate of noise can be defined as $\bar{N}_n = rb\tau$, with units of primary electrons per gate interval, where $r$ is the noise rate, $b$ is the number of range bins, and $\tau$ is the bin duration time, then the noise contribution to all range bins $n_n = \frac{\bar{N}_n}{b}$.

Because the detector fires in response to the first primary electron (from signal or noise), the only way for
firing to occur in the bin \( B \) is to have no primary electrons in the first \( B - 1 \) bins (\( k = 0 \)), and at least one primary electron (\( k_n = 1 \)) in the bin \( B \).

Therefore the probability of detecting signal in presence of noise in range bin \( B \) is given by [4];

\[
P_D(B) = \left[ \prod_{n=1}^{B-1} P(k = 0) \right] P(k \geq 1)
\]

(19)

The first term is the probability that no noise electrons at any bin created before returned target signal bin, and it holds because the number of events in any bin is independent of the number in any other bin. Second term is the probability that target photo-electrons signal plus noise electrons exceeds one primary electron, so we will have following form;

\[
P_D(B) = \left[ \prod_{n=1}^{B-1} \exp(-\bar{n}_n) \sum_{j=1}^{\infty} \frac{(\bar{N}_n + \bar{n}_n)^j}{k!} \exp(-\bar{N}_n - \bar{n}_n) \right] \exp[-(B - 1)\bar{n}_n][1 - \exp(-\bar{N}_n - \bar{n}_n)]
\]

(20)

Eq. (20) shows that the probability of firing in the target bin is reduced by the factor \( \exp[-(B - 1)\bar{n}_n] \), where \( (B - 1)\bar{n}_n \) is the mean number of noise primary electrons created within the gate before the arrival of laser photons from the target. So, to reduce the noise affect before returned target signal, the value of \( (B - 1)\bar{n}_n \) must be much less than one primary electron.

4.1.2 Probability of false alarm (single pulse).

Define the single pulse PFA as the probability that the detector fires in the one of the non-target bins in the present of target [4]. Then PFA is

\[
P_D = 1 - P_D(B) - \exp(-\bar{N}_n - \bar{n}_n),
\]

where the last term is the probability that the detector does not fire from the target return nor from noise and it is called the probability of pixel drop-out [5].

4.2 Multiple-pulse detection and false alarm probabilities

On of the most method to enhance the system performance is to process multiple pulses that increase the detection probabilities and decrease the false alarm probabilities. Binary integration algorithm will be used in the following analysis. In this algorithm thresholding and detection are done pulse by pulse followed by a detection criteria based on the number of detected pulses out of transmitted pulses \( U \).

The criteria in [5] will be used; Let \( x_j \) be the probability that the GM-APD fires in the range bin number \( j \) so we will have the following three cases:

\[
x_j = \exp[-(j - 1)\bar{n}_n][1 - \exp(-\bar{n}_n)], \quad j < B,
\]

\[
x_j = \exp[-(B - 1)\bar{n}_n][1 - \exp(N_n - \bar{n}_n)], \quad j = B,
\]

\[
x_j = \exp[-(B - 1)\bar{n}_n - N_n][1 - \exp(-\bar{n}_n)], \quad j > B
\]

(21)

The probability of detection is the probability that the number of firings in the target bin is \( \geq T \), where \( T \) is threshold of the number of detected pulses, so the probability of detection will be given by;

\[
P_D = 1 - \sum_{i=0}^{T-1} \frac{U!}{i!} (1-x_B)^i x_B^{U-i}
\]

(22)

The probability of false alarm in multiple pulse processing case is defined as the probability that one or more of nontarget bin has \( \geq T \) firings and will be given by;

\[
P_{FA} = \sum_{j=1}^{B-1} \left[ \frac{U!}{i!} (1-x_j)^i x_j^{U-i} \right]
\]

(23)
5. Linear Mode Single Photon APD

In contrast to GM-APD, APDs may be used to count single photons while being biased below the breakdown point as in linear mode. The photocurrent pulses resulting from a single photon absorption can be detected via a discriminator threshold crossing with a relatively high probability as long as the APD gain is sufficiently large and the circuit thermal noise is relatively low. There is no after pulsing since the APD is operating in its linear regime. The APD bias voltage does not need to be restored after each photo-electron detection.

5.1 Detection Model by Typical Linear-Mode Single Photon APD

The model used for this mode of operation is shown in Fig. 8. The APD is exactly the same as that in the linear mode except that the average APD gain is set to the highest achievable value, and the preamplifier used is an ultra low noise amplifier, this requires some form of APD temperature control and a very stable bias voltage supply. The output of the preamplifier is compared against a threshold with the use of a comparator whose output is connected to an electrical pulse counter. The threshold level of the comparator has to be carefully set in order to achieve a high single photoelectron detection efficiency while maintaining a tolerable noise count rate. The signal photo-electrons and the number of dark noise electrons are both assumed to be Poisson processes.

The probability that single primary carrier will be detected by linear mode APD is the probability that a given primary photocarrier \( (k=1) \) result in an amplified signal greater than the receiver’s threshold \( m_{th} \):

\[
P_{\text{single}} = 1 - \sum_{m=k}^{m_{th}} P_{m}(m | k), \quad k=1
\]

where the probability of multiplied electrons \( m \) given one primary photoelectron can be found from McIntyre distribution (i.e., Eq. (10)) by letting \( k=1 \).

The probability that an APD can detect a single photoelectron is plotted in Fig. 9 for fixed value of \( k_{eff} \) and various values of gain.

We can note from Fig. 9 that low effective ionization value and high gain can improve the single photo electron detection efficiency. Gain with the value 8000, and \( k_{eff} \) equal 0.0064 has been achieved experimentally [18]. APD with \( G = 8000 \), \( k_{eff} = 0.0064 \) will be assumed in the following analysis.

5.2 Noise Model and threshold setting

There are two source of noise in that system; Dark current noise and circuit thermal noise; The mean number of primary noise electrons generated per bin time \( r \) just depend on the average noise rate \( r \) caused by dark current and incoherent background radiation according to \( n_n = q \times r \) with units of primary electrons per measurement interval (bin interval). The number of primary dark electron counts in an integration time is assumed to obey the Poisson distribution as follow;

\[
p_n(k | n_n) = \frac{\frac{1}{k!} \exp(-n_n)}{k}
\]

(25)

For comparison reasons with GM-APD, all primary noise electrons caused by background radiation or by dark current electrons are assumed to be multiplied with the same mean gain and same excess noise factor and the multiplied output electrons follows McIntyre distribution. The amplifier noise current can be modeled as a zero mean Gaussian random process;

\[
p_e(k) = \frac{1}{\sqrt{2\pi\sigma_{amp}^2}} \exp\left(-\frac{k^2}{2\sigma_{amp}^2}\right), \quad k \geq 0
\]

(26)

In this type of receivers (i.e., linear mode single photon APD) the receiver threshold electrons is set to be a few times of RMS value of the amplifier noise electrons as \( m_{th} = r \times \sigma_{amp} \). An ultra low noise amplifier which have about \( \sigma_{amp} \approx 20 \) electrons RMS can reasonably be achieved if low-capacitance bump-bonding is used to hybridized the detector pixel to its readout circuit [6]. The probability of false alarm against amplifier noise is given by;

\[
PFA = \int_{0}^{\infty} p_e(k) dk = \frac{1}{2} \text{erfc}\left(\frac{k_{th}}{\sigma_{amp}\sqrt{2}}\right)
\]

(27)
As shown in Fig. 10, threshold of 100 electron will give value of PFA against amplifier noise less than $10^{-6}$, single photo-electron detection probability of 0.687 at gain with the value 8000, and $k_{\text{eff}} = 0.0064$, and a factor of five margin for an ultra low noise amplifier with about 20 electrons RMS in band noise.

The probability of false alarm in certain range bin is the probability that primary noise electrons generated per bin time $\tau$ result in an amplified signal greater than the receiver's threshold $m_{th}$ and can be given by summing the product of Eq. (25) and the probability that a given primary photocarriers result in an amplified signal greater than the receiver's threshold $m_{th}$ over $k$ as follow:

$$P_{FA} = \sum_{k} p_n(k | \overline{n}_n) \times \left[ 1 - \sum_{m=k}^{m_{th}} p_{MC}(m | k) \right], \quad k \geq 1$$

(28)

**Fig. 9:** Single photo-electron detection probability, for effective ionization coefficient $k_{\text{eff}} = 0.02$ (left), $k_{\text{eff}} = 0.0064$ (right).

Last expression is equivalent to the following expression;

$$P_{FA} = 1 - \sum_{m=0}^{m_{th}} p(m | \overline{n}_n)$$

(29)

where $p(m = 0 | \overline{n}_n) = p_n(k = 0 | \overline{n}_n)$, and $p(m | \overline{n}_n)$ is the probability of obtaining $m$ multiplied noise electrons given the mean number of primary noise electrons generated per bin time $\tau$ which is given by;

$$p(m | \overline{n}_n) = \sum_{k=1}^{\infty} p_{SL}(m | k) p_n(k | \overline{n}_n)$$

(30)

**Fig. 10:** Probability of false alarm against amplifier noise electrons as a function of threshold electrons.

Fig. 11 shows the probability of multiplied output noise electrons from the APD given by Eq. (30) for $G = 8000$, and $k_{\text{eff}} = 0.0064$, assuming the same noise rates used in
Geiger-mode analysis, \( r_1 = 10^4 \text{ Hz} \), \( r_2 = 10^5 \text{ Hz} \), and \( r_3 = 10^6 \text{ Hz} \), and integration time of 1.33 ns.

The total rate of false alarms in the measurement gate at the present of the target is given by:

\[
P_{fa} = (b-1) \left( \sum_k \left( p_n(k | n_n) \times \left[ 1 - \sum_{m=k}^{m_{max}} p_M(m | k) \right] \right) \right)
\]

(31)

where \( b \) is the number of target range bins. With \( m_{max} = 100 \), \( G = 8000 \), \( k_m = 0.0064 \), the total rate of false alarms generated in the measurement gate is 0.00913 for mean noise rate of \( 10^4 \), and 0.0913 for mean noise rate of \( 10^5 \), and 0.9123 for mean noise rate of \( 10^6 \).

5.4 Multiple-pulse detection and false alarm probabilities

For the case of LM-SPAPD the probability of detection at certain range bin \( B \) is given by:

\[
x_j = \sum_k \left( p_{s,n}(k | n_n + N_s) \times \left[ 1 - \sum_{m=k}^{m_{max}} p_M(m | k) \right] \right), j = B
\]

(34)

and the probability of false alarm in non target bin is given by:

\[
x_j = \sum_k \left( p_n(k | n_n) \times \left[ 1 - \sum_{m=k}^{m_{max}} p_M(m | k) \right] \right), j \neq B
\]

(35)

so the probability of obtaining at least \( T \) pulses detected from \( U \) transmitted pulses is given by:

\[
P_D = 1 - \sum_{i=0}^{T-1} \frac{U!}{(U-i)!i!} x_{h}^{i} (1-x_{B})^{U-i}
\]

(36)

The total rate of false alarms (the probability that one or more of nontarget bin has \( \geq T \) firings) will be given by:

\[
P_{fa} = (b-1) \left[ 1 - \sum_{i=0}^{T-1} \frac{U!}{(U-i)!i!} (1-x_j)^{U-i} x_j^i \right]
\]

(37)
6. Performance comparison

In this section, the performance comparisons between GM-APD and LM-SPAPD is presented in terms of the probability of detection and probability of false alarm as a function of target range, transmitted laser pulse energy and mean noise rates. As in [5], three mean noise rates will be assumed to show the effect of reducing the mean primary noise electrons on the performance of the receiver.

Fig. 12 shows target detection probabilities for three transmitted laser pulse energies (second group of transmitted energy shown in Fig. 1) and various noise rates.

Fig. 12: Target detection probability versus target range bin number as a function of transmitted laser pulses and various mean noise rates. Measurement gate start from 300 m with range gate of 200 m; range resolution is 20 cm. GM-APD (left), LM-SPAPD assuming receiver threshold of 100 electrons, $G=8000$, $k_{ef}=0.0064$ (right). Solid curves are for $r=10^8 \text{ Hz}$ , dashed curves are for $r=10^5 \text{ Hz}$ , and dotted curves are for $r=10^6 \text{ Hz}$ . Each set of curves belong to the same transmitted laser pulse energy are equal at bin number one.

By comparing Fig. 12a, and 12b we can note the bad effect of mean primary noise rates on the performance of the detector in Geiger-mode operation, on other hand it nearly have no effect on the target detection probability of LM-SPAPD. That is because the detector in the linear-mode have no memory with earlier events (i.e., generation of primary carrier) caused by signal or by noise, but in Geiger-mode earlier events can make the detector die and must be reset to respond to another event.

Fig. 13 shows the PFA for GM-APD as a function of transmitted energy and various noise rates. PFA of LM-SPAPD a function of the receiver threshold electrons is shown in Fig. 14. From Fig. 14, we can note that at threshold of 100 electrons, the probability that noise can register false alarm in certain range bin is $9.1367 \times 10^{-6}$ for mean noise rate of $10^4$, and $9.1364 \times 10^{-5}$ for mean noise rate of $10^5$, and $9.1329 \times 10^{-4}$ for mean noise rate of $10^6$. Figs. 12a, and 13 show the effect of primary noise electrons on the performance of the Geiger mode receiver.
Higher mean noise rate reduce target detection probability and increase the PFA.

Noise rates can be reduced by means as cooling the detector to reduce the dark current and using a narrow bandpass filter to reduce the background light (see Eq. (2)).

Fig. 14: Probability of false alarm as a function of threshold electrons.

Fig. 15 shows the PFA for both LM-SPAPD, and GM-APD, where the number of transmitted pulses is $U=10$, and the minimum requirement of detected pulses is $T=3$. We can note that the total rate of false alarms generated in the measurement gate in the presence of target is $3.8865 \times 10^{-11}$ for mean noise rate of $10^4$, and $3.8862 \times 10^{-8}$ for mean noise rate of $10^5$, and $3.8829 \times 10^{-5}$ for mean noise rate of $10^6$. This values are lower than that for GM-APD in most measurement gate and constant over measurement interval.

In Fig. 15 the curves that belong GM-APD is based on Eq. (23), but the dependence of that equation on target position $B$ and signal strength makes the calculation of PFA hard to be implemented with higher combination values of transmitted pulses and threshold (combination of $U=10$, $T=5$ give unexpected results for GM-APD). But as $x_j \leq x_i$ for all $j$ except $j = B$ and $x_j = [1-\exp(-\tilde{n}_x)]$, Eq. (23) can be simplified to give an upper limit that does not depend on the target as follow [5]:

$$P_{FA_{max}} \leq (b-1) \left\{ 1 - \sum_{i=0}^{T-1} \left( \frac{U!}{(U-i)!} \times [\exp(-\tilde{n}_x)]^i \right) \right\}$$

(38)

Fig. 16. shows the probability of detection for GM-APD (left), and LM-SPAPD (right) at fixed threshold $T=5$, and transmitted laser pulses $U=10$ pulses. We can note from Fig. 16 that at noise rate of $r = 10^4$ Hz, GM-APD give performance better than that for LM-SPAPD. For higher noise rates (i.e., $r = 10^5$ Hz, and $r = 10^6$ Hz) the probability of detection for the GM-APD is better that than belong the LM-SPAPD only at the front bins of measurement gate, but as the number of range bins increase the value of the probability of detection decrease rapidly and LM-SPAPD give performance better than that for GM-APD.

If the Schwartz roll [16, 17] used; that optimum threshold $T$ follows approximately a relationship given by $z \sqrt{U}$, where $z$ is a constant approximately equal to 1.5, we will have the results shown in Fig. 17 for both GM-APD (left), and GM-SPAPD (right) at $E_i = 5 \mu J$, and mean noise rate $r = 10^6$ Hz.

We can note from Fig. 17 that the performance of GM-APD operation is better than that for LM-SPAPD operation only at the front range bins of the measurement.
gate, but as the number of range bins increase, LM-SPAPD give performance better than that for GM-APD.

Fig. 16: Target detection probability versus target range bin number for GM-APD (left), and LM-SPAPD (right). (U=10, T=5), measurement gate start from 500 m with range gate of 200 m; range resolution is 20 cm. Solid curves are for \( r = 10^4 \) Hz, dashed curves are for \( r = 10^5 \) Hz, and dotted curves are for \( r = 10^6 \) Hz. Curves group of 25 uJ transmitted energy are not shown except for \( r = 10^4 \) Hz.

Fig. 17: Target detection probability versus target range bin number for GM-APD (left), and LM-SPAPD (right) at \( E_r = 5 \) uJ, and mean noise rate \( r = 10^6 \) Hz. Measurement gate start from 500 m with range gate of 200 m; range resolution is 20 cm. Optimum threshold \( T \) follows Schwartz roll for each transmitted pulses \( U \) (upper). Fixed threshold and different transmitted pulses (lower). Measurement gate start from 500 m with range gate of 200 m; range resolution is 20 cm.

7. Conclusions

In this paper, we provide a complete detection performance of the Ladar system that uses an Avalanche diode as the basic element for the signal detection under different operating conditions. This laser system has many applications in the defense field concerning target detection and identification. The extraction of these features depends on the processing algorithms, target properties and 3D images quality. It was shown that
Avalanche photodiode in its linear mode gives good performance only for high count rate of photo-electrons, while in the case of low count rates (extremely weak signals), it must be biased above its breakdown voltage in order to have higher sensitivity. This mode of operation suffers from mean primary noise rates in the measured interval. This in turn may cause the detector stop its reaction before receiving the desired signal. When the Avalanche photodiode is biased below its breakdown voltage with highest achievable gain value, and followed by an ultra low noise amplifier, it becomes sensitive to the single photo-electron. The operation of the detector in this mode overcomes the drawbacks of the above mentioned operating mode.
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