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Abstract:

This paper presents an overview of designing an analog VLSI system used for handwritten recognition; namely a programmable neural network in linear as well as subthreshold CMOS technology. Synaptic weights are designed in the triode region. In addition, the processing element (PE) and the Tanh activation function are designed in subthreshold region. Such subthreshold CMOS technology has some interesting features, such as high integration density, exponential transfer characteristics and low-power consumption. The proposed system is realized in a standard 0.8\(\mu\)m CMOS technology and operated with \(\pm\)1V power supply.
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1. Introduction

The main benefit of the analog approach is that a wide range of operations can be performed using a small number of transistors. This means simple basic blocks and
connections, which lead to a small area and thus larger networks can be built on a single chip. Analog VLSI has been identified as a major technology for future information processing. This is primarily because some of the traditional analog designs limitations such as accurate absolute component values, device matching, and precise time constants are not major concerns in artificial neural networks (ANNs). This is due to the fact that computation precision of individual neurons does not seem to be of great importance.

Many authors use several approaches for the analog implementations of ANNs in VLSI technology. Among them are MOS transistors working in continuous-time [1], in weak [2], or strong inversion [3], and linear multiplier as synaptic weight [4].

This paper is organized as follows: section 2 introduces the proposed neuron description. First, we present three-MOS transistors as synaptic weight using switched-resistor (SR) technique. Next, we describe the PE as well as Tanh activation function operating in subthreshold region. Simulation results are introduced in section 3, and section 4 gives the application of handwritten character recognition. Finally section 5 presents the conclusions.

2. Proposed Neuron Description

An artificial neuron can be modeled by a set of weights, which multiply the input elements to the neuron. The neuron sums the weighted inputs and passes the result through a hard limiter or sigmoidal function.

2.1 Synaptic Weight Circuit

Fig. 1 shows an adaptive weight circuit. Such circuit consists of simple three transistor synapses similar to that in [1] but using SR technique for transistor $M_2$ with capacitor $C$, and a buffer stage.

![Synaptic Weight Circuit Diagram](image)

Fig. 1 Design of the programmable synaptic weight.
The main idea of the circuit of Fig. 1 is to provide a small weight change $\Delta w$ in order to represent both positive and negative values. The function of the circuit is explained as follows: the two series transistors $M_1$ and $M_2$ operate in the triode region and have the same drain-to-source voltage $V_{DS}$ and the threshold voltage $V_t$. The output current $I$ is directly proportional to the voltage difference ($V_{GS1} - V_{GS2}$) (i.e., $\Delta V_0$) multiplied by $V_{DS}$ [1].

In order to vary the current $I$, the voltage $V_{GS2}$ is changed by the control unit shown in Fig. 2, and the voltages $V_{GS1}$ with $V_{DS}$ are kept constants. Fig. 2 shows that the control unit consists of one MDAC (DAC 0808) with 8-bit inputs ($B_0$ to $B_7$) that represent the weight value in its digital form, and a certain number of 1:8 analog multiplexers (A-MUXs), which depends on the number of the synaptic weights required to be adapted. Each A-MUX has a control code ($S_0$, $S_1$, $S_2$) to control the eight outputs of the A-MUX and also it has an enable terminal ($E_i$), which is set to the high level for the chosen operating A-MUX.

$V_0 = \frac{D}{256} V_{ref}$

$D : 0 \text{ to } 255$

Weight select value : $0 \text{ to } 34$

Fig. 2 The developed controlling unit.
Then the output current $I$ is applied to the drain of $M_1$, which has an equivalent resistance using SR technique given by [5]:

$$ R_{eq} = R_{on}/d $$

Where $R_{on}$ is the on-resistance of $M_1$, and $d$ is the duty cycle of the clock signal $\Phi$. It is assumed that a positive synaptic weight is realized when $V_{DS1} < V_{GS1}$, and the negative weight when $V_{DS1} > V_{GS1}$, the case of zero output current. The capacitor $C$ converts the output current of $M_1$ to a voltage change at the processing node. The buffer stage is used to match between the synaptic weight and the PE.

### 2.2 Processing Element

In subthreshold MOS technology, processing (summing) circuit as well as Tanh activation function are built since, it offers advantages of high integration density, low-power dissipation and exponential transfer characteristics [6]. For an NMOS transistor operating in subthreshold (weak inversion) region, the drain-to-source current depends exponentially on gate-source voltage and is given by [7]:

$$ I_{DS} = I_s e^{k(V_G - V_T)} $$

Where $I_s = 10^{12}$ A, $k$ is constant, $V_G$ is the gate voltage, and $V_T$ is the source voltage.

Fig. 3 shows the PE as a two-stage CMOS operational amplifier (op-amp) with aspect ratios of MOS transistors. The differential input transistors $M_6, M_9$ amplify the differential input signal and operate in weak inversion. Thus, the total transconductance $g_m$ would be constant and rather small [8]. The current mirror formed by $M_1, M_6$ supplies the differential pair with the biasing current. The $W/L$ ratio of $M_6$ is selected to yield the desired input-stage bias. The input differential pair is actively loaded with the current mirror formed by $M_6$ and $M_7$. The second gain stage consists of $M_7, M_8$, which is a common-source amplifier actively loaded with the current-source transistor $M_{10}$ [9]. The maximum output voltage swing of the output stage is limited by $V_{IH} - V_{IH} = V_{IH} - V_{IH} - V_{IH}$ [10]. The frequency compensation is implemented using a Miller-feedback capacitor $C_L$ [9].

![Figure 3 Processing element as a two-stage CMOS op-amp.](image)
2.3 Tanh Activation Function

Fig. 4 shows the Tanh activation function. Such function is basically obtained from the input differential pair $M_{13}$-$M_{14}$ operates in subthreshold region (i.e. $V_{gs} < V_{t}$). The drain of $M_{14}$ is connected to the current mirror formed by $M_{18}$ and $M_{19}$. Similarly, the drain of $M_{13}$ is connected to the current mirror formed by $M_{17}$ and $M_{16}$. Thus, the currents coming out of $M_{16}$ and $M_{19}$ are just the two halves of the current in the differential pair. $M_{19}$ current is then reflected through $M_{21}$ and $M_{20}$, and is subtracted from $I_{16}$ to form the output. Thus, the output current is just the difference between $I_{13}$ and $I_{14}$. Hence this circuit generates an output current that is proportional to the difference between the two drain currents of the differential pair that represents Tanh function [6] as seen below.

The manner in which $I_{13}$ is divided between $M_{13}$ and $M_{14}$ is sensitive function of the difference between $V_1$ and $V_2$. From equation (2), the difference current, which represents the Tanh function is given by [7]

$$I_{13} - I_{14} = I_{15} \frac{k(V_1 - V_2)}{2} \tag{3}$$

![Diagram of Tanh configuration](image)

Fig. 4 The suggested Tanh configuration.

Finally, the complete design of the proposed neuron is shown in Fig. 5.

![Diagram of complete neuron](image)

Fig. 5 Final design of the suggested neuron.
3. Simulation Results

The simulation results of the designed system will be introduced through this section. The system is simulated using the SPICE program with 0.8μm CMOS technology and ±1V power supply.

3.1 Simulation Results of Synaptic Weight

The simulation results of the synaptic weight shown in Fig. 1 are given in Fig. 6. It is clear that, an approximately linear range of the output current from −48.107μA to −168.889μA is obtained over the range of the differential input voltage extends from 400mV to 1V.

![Graph showing transfer characteristics of synaptic weight](image)

Fig. 6 Transfer characteristics of the synaptic weight.

3.2 Simulation Results of Processing Element

The simulation results of the PE shown in Fig. 3 using SPICE program are introduced here. PE has been tested using 1pf capacitor load and 0.01Ff compensation capacitor.

3.2.1 DC Analysis of CMOS Op Amp

The first analysis requested is a DC sweep of the input differential voltage \( V_d \) between the two supply limits with the input common-mode level \( V_{CM} \) set to 0V. The resulting large-signal differential-mode transfer characteristics are shown in Fig. 7.

From the graph several characteristics of the op amp could be observed. First, the linear region of the amplifier is bounded between the input voltage level of −200mV and +200mV. Conversely, this corresponds to a maximum output voltage swing bounded in the negative direction by −0.9874V and in the positive direction by +1V. Also, it can be noticed that the input-referred offset voltage is +212.887μV.
3.2.2 Frequency Response of CMOS Op Amp

To compute the differential magnitude of the op amp using SPICE, a 1V amplitude AC voltage is commonly chosen for the input signal because the output voltage then directly represents the transfer function of the circuit, and the input DC offset voltage remains at \(-212.887\mu V\) in order to keep the op amp in its linear region.

The results of the frequency-domain analysis are shown in Fig. 8. The unity-gain frequency, $f_\text{u}$, is read directly from the graph using probe as 5.5688 MHz.
3.3 Simulation Results of Tanh Activation Function

Finally, the simulation results of the Tanh activation function shown in Fig. 4 are presented in Fig. 9.

![Graph showing simulation results of Tanh activation function](image)

Fig. 9 Transfer characteristics of Tanh.

4. Handwritten Character Recognition using Multilayer Neural Network

Handwriting is a natural means of communication which nearly everyone learns at an early age. In many situations, writing by hand is the fastest and most convenient way to communicate with another person. The recognition of natural writing with totally unconstrained words remains a very challenging problem in pattern recognition. It is due to the large variety of handwriting styles, ambiguous boundaries of character strings and considerable big variation in letter shape [11]. So, it is useful to examine this field more closely and to identify its several areas.

4.1 Image Resizing

The underlying concept of image resizing is to use a simple preprocessor to reduce the dimensionality of the inputs to the neural network. The preprocessor takes the original images as inputs and groups neighboring pixels in blocks. The sum of the number of "on" pixels in each block is used to create a pixel in a resulting image. The resulting image is then fed into the neural network. In essence, the preprocessor removes the finer details of the image and creates a new image based on the general locality of the pixels.

CEDAR CDROM1 databases taken from the Internet [12] are used in this paper. Chosen examples from these databases are shown in Fig. 10, which includes 5 shapes of character A and 10 shapes of digit 7. The images are first resized and the features of the resized images are given in Tables 1 and 2.
Fig. 10 Chosen sample handwritten images.

Table 1 Features of the resized character A images.

<table>
<thead>
<tr>
<th>A</th>
<th>A</th>
<th>A</th>
<th>A</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1294</td>
<td>0.002</td>
<td>0.1294</td>
<td>0.0157</td>
<td>0.0941</td>
</tr>
<tr>
<td>0.1059</td>
<td>0.1373</td>
<td>0.1882</td>
<td>0.1255</td>
<td>0</td>
</tr>
<tr>
<td>0.0510</td>
<td>0</td>
<td>0.0099</td>
<td>0.1882</td>
<td>0.0392</td>
</tr>
<tr>
<td>0.1294</td>
<td>0</td>
<td>0</td>
<td>0.0588</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 Features of the resized digit 7 images.

<table>
<thead>
<tr>
<th>7</th>
<th>7</th>
<th>7</th>
<th>7</th>
<th>7</th>
<th>7</th>
<th>7</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1059</td>
<td>0.1333</td>
<td>0.0939</td>
<td>0.1059</td>
<td>0.1333</td>
<td>0.1137</td>
<td>0.1608</td>
<td>0.1216</td>
</tr>
<tr>
<td>0.1725</td>
<td>0.1333</td>
<td>0</td>
<td>0.1725</td>
<td>0</td>
<td>0.1333</td>
<td>0</td>
<td>0.1686</td>
</tr>
<tr>
<td>0.1059</td>
<td>0.1333</td>
<td>0</td>
<td>0.1059</td>
<td>0</td>
<td>0.1137</td>
<td>0.1137</td>
<td>0.1333</td>
</tr>
<tr>
<td>0.1059</td>
<td>0.1333</td>
<td>0.1137</td>
<td>0.1059</td>
<td>0.1333</td>
<td>0.1137</td>
<td>0.1137</td>
<td>0.0706</td>
</tr>
</tbody>
</table>

Then, the two studied cases are trained and tested using MATLAB 6 library by introducing them to a multilayer feedforward neural network, which is suggested to have three layers: an input layer, a hidden layer, and an output layer. The input layer consists of 4 neurons, the hidden layer has 3 neurons, and the output layer has 2 neurons corresponding to the number of the input cases required to be recognized. Classification results depend on training and testing processes of input classes. The specifications used in the training process are listed in Table 3. The "hold-half-out" method is used to estimate the probability of error of the classifier. The train and test sizes are each 50 percent of the total data.

Table 3 Training specifications.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Back-Propagation (BP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Function</td>
<td>Mean-Square Error</td>
</tr>
<tr>
<td>Performance Goal</td>
<td>1e-4</td>
</tr>
<tr>
<td>Max. Number of Epochs</td>
<td>10000</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Classification results are given in Table 4, which shows the resulting percentage of both training and testing sets. It is concluded from the results that training and testing are done with one hundred percentage.
Table 4 Classification results for the two studied cases.

<table>
<thead>
<tr>
<th>Studied Case</th>
<th>Network Architecture</th>
<th>Training Set</th>
<th>Testing Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>5 shapes of character A</td>
<td>(4:3:4)</td>
<td>100%</td>
</tr>
<tr>
<td>Case II</td>
<td>10 shapes of digit 7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, the hardware implementation of a feedforward neural network has been presented. The implemented circuit of the synapse has been realized using an analog circuit and SR technique. Furthermore, the PE and the Tanh activation function have been designed in weak inversion. Such system has been used for recognizing handwritten alphanumeric characters taken from CEDAR databases.
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