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ABSTRACT

A formulation of stable dynamical controllers is proposed for discrete time systems. Based on polynomial pole placement, the resulting controller may be unstable. Despite the fact that controller stability is often overlooked in the design strategy, it is of fundamental importance since the practical implementation of an unstable controller is extremely difficult. Using approximate inverse systems obtained from least square approximation, we show that unstable controllers can be avoided. One of the major points in this method is the use of least square approximation to determine an approximate inverse system easily, which is suitable for practical applications in control systems. The results of computer simulations are presented to illustrate the effectiveness of the proposed method.
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1. INTRODUCTION

During the past couple of decades, a lot of attention has been given to the problem of designing pole placement controllers. The fundamental result on pole placement in linear time invariant controllable systems states that the closed loop eigenvalues of any controllable system may be arbitrarily assigned by state feedback control [1-4]. Most of the early work on pole placement utilizes state feedback methods. For some systems in which the states are not measurable, full state feedback is not practicable. Thus, a number of methods for pure gain pole placement by output feedback have been developed [5]. If the number of inputs and outputs are less than the order of the plant, the pure gain output feedback controller can not arbitrarily assign the closed loop poles. For this case, the dynamical controller is very helpful for pole placement via output feedback because it not only enables arbitrary assignment of poles but also provides additional design freedom [6]. A number of techniques for dynamical controller design using pole placement have been developed in recent years. However, the resulting controllers, although internally stabilizing the system, may themselves not be stable. This problem is not unique to the pole assignment approach and can also occur in other major controller design strategies. Despite the fact that controller stability is often overlooked in the design strategy, it is of fundamental importance since the practical implementation of an unstable controller is extremely difficult. As a result a method which exploits design freedom to guarantee both closed loop stability and controller stability is sought. Based on a generic controller form for polynomial pole placement, a formulation of stable dynamical controllers was introduced in [7]. In this paper, another method for stable dynamical controllers is presented. The proposed method is based on approximate inverse systems obtained from least square approximation [8]. The least square approximation is used to find the approximate inverse system. One of the major points in this method is the use of least square
approximation to determine an approximate inverse system easily, which is suitable for practical applications in control systems.

The paper is organized as follows. In section 2, classical polynomial pole placement is summarized. Section 3, introduces the concept and analysis of stable pole placement. The algorithm of approximate inverse system using least square approximation is found in section 4. The results of computer simulations for some examples are presented in section 5, to illustrate the effectiveness of the proposed method. Finally, the main conclusions are formulated in section 6.

2. POLYNOMIAL POLE PLACEMENT

Survey of polynomial pole placement for linear time invariant systems is considered. The input output characteristics of a general plant \( P(z^{-1}) \) are described by

\[
P(z^{-1}) = \frac{z^{-d}B(z^{-1})}{A(z^{-1})}
\]

(1)

d is the time delay, \( A(z^{-1}) \), and \( B(z^{-1}) \) are polynomials of order \( na \), and \( nb \) respectively, and have the form

\[
A(z^{-1}) = 1 + a_1 z^{-1} + a_2 z^{-2} + \ldots + a_{na} z^{-na}
\]

(2)

\[
B(z^{-1}) = b_0 + b_1 z^{-1} + b_2 z^{-2} + \ldots + b_{nb} z^{-nb}
\]

(3)

It is assumed that the \( (nt) \) fixed desired poles of the closed loop system are given by the roots of the polynomial \( T(z^{-1}) \) which has the form

\[
T(z^{-1}) = 1 + t_1 z^{-1} + t_2 z^{-2} + \ldots + t_{nt} z^{-nt}
\]

(4)

As a result there exists the following Diophantine polynomial identity for polynomials \( A(z^{-1}) \), \( B(z^{-1}) \), and \( T(z^{-1}) \):

\[
A(z^{-1})G_O(z^{-1}) + z^{-d}B(z^{-1})F_O(z^{-1}) = T(z^{-1})
\]

(5)
$F_0(z^{-1})$ and $G_0(z^{-1})$ defines the minimum order controller $G(z^{-1})$ which assigns the fixed desired poles determined by the polynomial $T(z^{-1})$.

$$G(z^{-1}) = \frac{G_0(z^{-1})}{F_0(z^{-1})}$$  \hspace{1cm} (6)

Both $F_0(z^{-1})$ and $G_0(z^{-1})$ have the form

$$F_0(z^{-1}) = 1 + f_1 z^{-1} + f_2 z^{-2} + \ldots + f_{nf} z^{-nf}$$  \hspace{1cm} (7)

$$G_0(z^{-1}) = g_0 + g_1 z^{-1} + g_2 z^{-2} + \ldots + g_{ng} z^{-ng}$$  \hspace{1cm} (8)

where

$$nf = nb + d - 1$$  \hspace{1cm} (9)

$$ng = na - 1$$  \hspace{1cm} (10)

The closed loop transfer function of the system will be given by

$$T.F. = \frac{z^{-d}B(z^{-1})G_0(z^{-1})}{A(z^{-1})F_0(z^{-1}) + z^{-d}B(z^{-1})G_0(z^{-1})} = \frac{z^{-d}B(z^{-1})G_0(z^{-1})}{T(z^{-1})}$$  \hspace{1cm} (11)

The roots of the polynomial $F_0(z^{-1})$ may lie outside the unit circle, and the controller is not stable. In the next section, the stable pole placement is introduced.

3. STABLE POLE PLACEMENT

It can be shown that if $F_0(z^{-1})$ and $G_0(z^{-1})$ satisfy the Diophantine equation given by Eq.(3), then all $F(z^{-1})$ and $G(z^{-1})$ are given by:

$$F(z^{-1}) = F_0(z^{-1}) + z^{-d}B(z^{-1})Q(z^{-1})$$  \hspace{1cm} (12)

$$G(z^{-1}) = G_0(z^{-1}) - A(z^{-1})Q(z^{-1})$$  \hspace{1cm} (13)
must satisfy Eq.(5). If $F_0(z^{-1})$ was unstable, $F(z^{-1})$ is chosen to be stable and

Eq.(12) is solved for $Q(z^{-1})$ using least square estimation. Eq.(12) is rewritten as

$$F(z^{-1}) - F_0(z^{-1}) = z^{-d}B(z^{-1})Q(z^{-1})$$

(14)

$Q(z^{-1})$ is a polynomial of order $p$, of the form

$$Q(z^{-1}) = q_0 + q_1 z^{-1} + q_2 z^{-2} + \ldots + q_p z^{-p}$$

(15)

Eq.(14) has a solution iff the first $d$ coefficients of both $F(z^{-1})$ and $F_0(z^{-1})$ are the same. This condition can be satisfied by proper choice of the roots of $F(z^{-1})$. The closed loop transfer function in this case will be

$$T(z^{-1}) = \frac{z^{-d}B(z^{-1})[G_0(z^{-1}) - A(z^{-1})Q(z^{-1})]}{T(z^{-1})}$$

(16)

4. ALGORITHM FOR APPROXIMATE INVERSE SYSTEM

The problem is reduced to finding $Q(z^{-1})$ which satisfies the relation

$$z^{-d}B(z^{-1})Q(z^{-1}) = F(z^{-1}) - F_0(z^{-1}) = z^{-d}H(z^{-1})$$

(17)

Eq.(17), can be rewritten as

$$[B] [q] = [h]$$

(18)

where

$$B = \begin{bmatrix} b_0 & 0 & \ldots & 0 \\ b_1 & b_0 & 0 & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ b_m & b_{m-1} & \ldots & b_0 \end{bmatrix}$$

$q = \begin{bmatrix} q_0 \\ q_1 \\ q_2 \\ q_{p-1} \\ q_p \end{bmatrix}$

$h = \begin{bmatrix} h_0 \\ h_1 \\ h_2 \\ \vdots \\ h_{n_b+p-1} \\ h_{n_b+p} \end{bmatrix}$

(19)
B is the \((nb+p+1)\times(p+1)\) matrix, \(q\) is the \((p+1)\times1\) vector, and \(h\) is the \((nb+p+1)\) vector. Consider the following cost function:

\[
J = (Bq - h)^T (Bq - h)
\]

(20)

Minimizing the cost function \(J\) with respect to \(q\) leads to

\[
q = (B^T B)^{-1} B^T h
\]

(21)

5. SIMULATION

In this section, the results of simulation studies are presented to give an indication of the adaptive scheme.

Example 1: Consider the design for a rotary hydraulic test rig [7] with \(d=3\). The polynomials \(A(z^{-1})\), and \(B(z^{-1})\) have been identified as:

\[
A(z^{-1}) = 1 - 2.8805z^{-1} + 3.7827z^{-2} - 2.8269z^{-3} + 1.1785z^{-4} - 0.2116z^{-5}
\]

\[
B(z^{-1}) = -0.0036 + 0.1718z^{-1} + 0.3029z^{-2} - 0.0438z^{-3} - 0.0775z^{-4}
\]

The desired closed characteristic polynomial is assumed to be:

\[
T(z^{-1}) = (1 - 0.3z^{-1})(1 - 0.4z^{-1}) = 1 - 0.7z^{-1} + 0.12z^{-2}
\]

Solving the Diophantine identity Eq.(5), yields:

\[
F_0(z^{-1}) = 1 + 2.1803z^{-1} + 2.6182z^{-2} + 2.131z^{-3} + 0.6969z^{-4} - 0.6995z^{-5} - 0.3725z^{-6}
\]

\[
G_0(z^{-1}) = 2.9023 - 6.7682z^{-1} + 7.467z^{-2} - 4.3287z^{-3} + 1.0169z^{-4}
\]

The roots of the polynomial \(F_0(z^{-1})\) are \(-0.4223 \pm 1.1099i, -0.9691 \pm 0.4698i, -0.5061, \) and \(0.5068\). Since four roots of the polynomial \(F_0(z^{-1})\) are outside the unit circle, the controller is not stable. But, if we choose \(F(z^{-1})\) as
\[ F(z^{-1}) = 1 + 2.1805z^{-1} + 2.6182z^{-2} + 2.1266z^{-3} + 0.9076z^{-4} - 0.36345z^{-5} + 0.5097z^{-6} - 0.0317z^{-7} + 0.3416z^{-8} + 0.3496z^{-9} + 0.0895z^{-10} - 0.0931z^{-11} - 0.044z^{-12} \]

The solution of Eq.(21) for \( p = 5 \), gives \( Q(z^{-1}) \) as

\[ Q(z^{-1}) = 1.2222 - 0.1952z^{-1} - 0.13iz^{-2} + 0.663z^{-3} + 0.8805z^{-4} + 0.5677z^{-5} \]

The corresponding \( G(z^{-1}) \) for this \( Q(z^{-1}) \) will be

\[ G(z^{-1}) = 1.68 - 3.0524z^{-1} + 2.4123z^{-2} - 1.0789z^{-3} + 0.271z^{-4} - 0.0553z^{-5} + 0.0187z^{-6} - 0.3536z^{-7} + 0.6871z^{-8} - 0.4827z^{-9} + 0.1201z^{-10} \]

The controller poles are all stable with their magnitude less than 0.9798. Comparison of both controllers is found in Table 1. The comparison includes maximum value of the output (y), maximum value of the control action (u), maximum value of the error (e), average of summation of the square of the error (se2), and the average of summation of the square of the control action (su2). It is clear that the suggested controller is advantageous than the ordinary pole placement controller. The only disadvantage of the proposed controller is its higher order, since the pole placement controller is of order six, while the proposed controller is of order twelve. Simulation results for the system using both controllers are shown in Fig. 1 and Fig. 2 respectively.

<table>
<thead>
<tr>
<th>Table 1 Summary of results of example 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
</tr>
<tr>
<td>Pole placement controller</td>
</tr>
<tr>
<td>0.957</td>
</tr>
<tr>
<td>Proposed controller</td>
</tr>
<tr>
<td>0.8065</td>
</tr>
</tbody>
</table>
Fig. 1(a)

Fig. 1(b)
\[
F(z^{-1}) = 1 + 2.1805z^{-1} + 2.6182z^{-2} + 2.1266z^{-3} + 0.9076z^{-4} - 0.36245z^{-5} \\
- 0.5097z^{-6} - 0.0317z^{-7} + 0.3416z^{-8} + 0.3496z^{-9} + 0.0895z^{-10} - 0.0931z^{-11} \\
- 0.044z^{-12}
\]

The solution of Eq. (21) for \( p=5 \), gives \( Q(z^{-1}) \) as

\[
Q(z^{-1}) = 1.2222 - 0.1952z^{-1} - 0.131z^{-2} + 0.663z^{-3} - 0.8805z^{-4} + 0.5677z^{-5}
\]

The corresponding \( G(z^{-1}) \) for this \( Q(z^{-1}) \) will be

\[
G(z^{-1}) = 1.68 - 3.0524z^{-1} + 2.4123z^{-2} - 1.0782z^{-3} + 0.271z^{-4} - 0.0553z^{-5} \\
+ 0.0187z^{-6} - 0.0356z^{-7} + 0.6871z^{-8} - 0.4827z^{-9} + 0.1201z^{-10}
\]

The controller poles are all stable with their magnitude less than 0.9798. Comparison of both controllers is found in Table 1. The comparison includes maximum value of the output \( y \), maximum value of the control action \( u \), maximum value of the error \( e \), average of summation of the square of the error \( \text{se}2 \), and the average of summation of the square of the control action \( \text{su}2 \). It is clear that the suggested controller is advantageous than the ordinary pole placement controller. The only disadvantage of the proposed controller is its higher order, since the pole placement controller is of order six, while the proposed controller is of order twelve. Simulation results for the system using both controllers are shown in Fig. 1 and Fig. 2 respectively.

<table>
<thead>
<tr>
<th>Table 1 Summary of results of example 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole placement controller</td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>Pole placement controller</td>
</tr>
<tr>
<td>Proposed controller</td>
</tr>
</tbody>
</table>
Fig. 1(a)

Fig. 1(b)
Fig. 1 Simulation Results of Example 1 using pole placement controller.

Fig. 2(a)
Fig. 2 Simulation Results of Example 1 using proposed controller.
Example 2: Consider a system with $d=2$. The polynomials $A(z^{-1})$, and $B(z^{-1})$ are given by

$$A(z^{-1}) = 1 - 0.0431z^{-1} + 0.7852z^{-2}$$

$$B(z^{-1}) = -7.383 + 5.4949z^{-1}$$

The desired closed characteristic polynomial is assumed to be:

$$r(z^{-1}) = 1 - 0.8991z^{-1} + 1.1845z^{-2} - 0.2791z^{-3} - 0.022z^{-4}$$

Solving the Diophantine identity $\text{Eq.}(3)$, yields:

$$F_0(z^{-1}) = 1 - 1.846z^{-1} + 0.8187z^{-2}$$

$$G_0(z^{-1}) = 0.0676 - 0.113z^{-1}$$

The roots of the polynomial $F_0(z^{-1})$ are 1.1053, -0.7407. Since one root of the polynomial $F_0(z^{-1})$ is outside the unit circle, the controller is not stable. But, if we choose $F(z^{-1})$ as

$$F(z^{-1}) = 1 - 1.846z^{-1} + 1.2779z^{-2} - 0.3932z^{-3} + 0.0454$$

This choice ensures that the controller poles are at 0.4615. The solution of $\text{Eq.}(21)$ for $\rho=5$, gives $Q(z^{-1})$ as

$$Q(z^{-1}) = -0.06217 + 0.007013z^{-1} - 0.0008628z^{-2} - 0.00035884z^{-3} - 0.00002572z^{-4}$$

Corresponding $G(z^{-1})$ for this $Q(z^{-1})$ will be

$$G(z^{-1}) = 0.1298 - 0.1227z^{-1} + 0.05z^{-2} - 0.005z^{-3} + 0.001z^{-4} + 0.0006z^{-5}$$

Summary of the simulation results for the system using both controllers is found in Table 2. It is also clear that the suggested controller is advantageous than the ordinary pole placement controller.
Table 2 Summary of results of example 2.

<table>
<thead>
<tr>
<th></th>
<th>(Y)</th>
<th>(u)</th>
<th>(e)</th>
<th>(Se2)</th>
<th>(Su2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole placement controller</td>
<td>3.2053</td>
<td>2.1514</td>
<td>4.2053</td>
<td>3.1616</td>
<td>1.9585</td>
</tr>
<tr>
<td>Proposed controller</td>
<td>2.535</td>
<td>2.237</td>
<td>3.535</td>
<td>8.239</td>
<td>2.7684</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

A new design strategy for stable dynamical controllers via polynomial pole placement has been presented. Based on approximate inverse systems obtained from least square approximation, a formulation of stable dynamical controllers was detailed. One of the major points in this method is the use of least square approximation to determine easily an approximate inverse system. This is suitable for practical applications in control systems. Two examples demonstrate the significance of the controller design strategy presented in this paper. Though a new stable controller design by polynomial pole placement was discussed, the design strategy can also be applied to other control design approaches which result in unstable controllers.
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