A BIOMETRIC SYSTEM FOR PERSONAL IDENTIFICATION USING MODULAR NEURAL NETS
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Abstract

In this paper, a fast biometric system for face recognition is introduced. We combine both face and cooperative modular neural nets (MNNs) to enhance the performance of the detection process. Such approach is applied to identify frontal views of human faces automatically in cluttered scenes. In the detection phase, neural nets are used to test whether a window of 20x20 pixels contains a face or not. The large number of examples required for face and nonface images makes the convergence process very difficult during the learning process. A simple design for cooperative modular neural nets is presented to solve this problem by dividing these data into three groups. Such division
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results in reduction of computational complexity and thus decreasing the time and memory needed during the test of an image. For the recognition phase, feature measurements are made through Fourier descriptors which are insensitive to rotation, translation and scaling. Such feature is modified to reduce the number of neurons in the hidden layer. From these features, wavelet coefficients are extracted which have been shown to provide advantages in terms of better representation for a given data to be compressed. Finally, the resulted vector is fed to a neural net for face classification. Simulation results for the proposed algorithm show a good performance.

1. INTRODUCTION

Face recognition refers to the automatic identification of an individual based on the facial information contained in a digital gray scale image. On the other hand, there are many biometric techniques which are automated methods for recognizing a person based on his/her physiological or behavioral characteristics. Various types of biometric algorithms are being used for real-time identification, the most popular are based on face recognition and fingerprint matching. However, there are other biometric techniques that are widely used or under investigation such as iris, retinal scan, speech, handwritten signature, hand vein, facial thermogram, and hand geometry. Among all biometric identification methods, face recognition has the potential to be most user friendly and has, therefore, attracted much attention in recent years [13]. Furthermore, while every other biometric requires some voluntary action, face recognition can be used passively. This has advantages both for ease of use and for covert use such as police surveillance. Moreover, it is more accurate than fingerprint recognition [14].

Face identification is one of the most challenging tasks for machine recognition. Over the last couple of years, face recognition has become an active area of research in computer vision. It is of interest because of its possible applications in areas such as security and personal checking systems. Although humans seem to recognize faces in cluttered scenes with relative ease, machine recognition is a much more daunting task. Psychological studies of human face recognition suggest that virtually every type of available information is used [21]. Progress has advanced to the point that face-recognition systems will soon be demonstrated in real world settings [20]. The rapid development of face recognition is due to a combination of factors: active development of algorithms, availability of a large database of facial images, and a method for evaluating the performance of face recognition algorithms [19]. A general statement of the problem can be formulated as follows: given images of a scene, identify one or more persons in the scene using a stored database of faces. The solution of the problem involving segmentation of faces from cluttered scenes, extraction of features from the face region, identification, and matching [22].

The goal of this paper is to solve the problem of requiring large database to build an automatic system in order to detect the location of faces in scenes. In section 2, we present a method for detecting frontal views of human faces in photo images. Also, an algorithm for the searching procedure is described. A fast searching algorithm for face detection, which reduces the computational complexity of neural nets, is presented in section 3. Our approach to the face recognition problem is to combine both Fourier and wavelet transforms with neural nets in order to enhance the recognition performance and reduce the response time during the test phase. In section 4, invariant Fourier descriptors are discussed and a modified algorithm is presented. This modification allows to reduce the total number of neurons required to classify the feature vectors and the time required during the learning/testing phase. In order to enhance the recognition performance as
well as reduce the computation time, a combination between the FFT and DWT features is discussed in section 5

2. HUMAN FACE DETECTION BASED ON MODULAR NEURAL NETWORKS

The human face is a complex pattern. Finding human faces automatically in a scene is a difficult yet significant problem. It is the first step in fully automatic human face recognition system. Face detection is the fundamental step before the face recognition or identification procedure. Its reliability and time response have a major influence on the performance and usability of the whole face recognition system. Training a neural network for the face detection task is challenging because of the difficulty in characterizing prototypical “nonface” images [1]. Unlike face recognition, in which the classes to be discriminated are different faces, the two classes to be discriminated in the face detection are “image containing faces” and “image not containing faces.” It is easy to get a representative sample of images that contain faces, but much harder to get a representative sample of those which do not. Feature information needs to be stored in the database for the purpose of retrieval. Information retrieval can be done by using a neural network approach which has the potential to embody both numerical and structural face data. However, neural network approaches have been demonstrated only on limited databases. The use of huge samples of face/nonface images makes the learning process very difficult for the neural network. This paper explores the use of MNN classifiers. Non-modular classifiers tend to introduce high internal interference because of the strong coupling among their hidden layer weights [2]. As a result of this interference, slow learning or overfitting can occur during the learning process. Sometimes, the network could not be learned for complex tasks. Such tasks tend to introduce a wide range of overlap which, in turn, causes a wide range of deviations from efficient learning in the different regions of input space [3]. The rate of convergence of neural network output is very low when training feedforward neural networks for multiclass problems using the backpropagation algorithm. While backpropagation will reduce the Euclidean distance between the actual and desired output vectors, the differences between some of components of these vectors increase in the first iteration. Furthermore, the magnitudes of subsequent weight changes in each iteration are very small, so that many iterations are required to compensate for the increased error in some components in the initial iterations. High coupling among hidden nodes will then, result in over and under learning at different regions [4]. Enlarging the network, increasing the number and quality of training samples, and techniques for avoiding local minima, will not stretch the learning capabilities of the NN classifier beyond a certain limit as long as hidden nodes are tightly coupled, and hence “cross talking” during learning [7]. A MNN classifier attempts to reduce the effect of these problems via a “divide and conquer” approach. It generally, decomposes the large size / high complexity task into several sub-tasks, each one is handled by a simple, fast, and efficient module. Then, sub-solutions are integrated via a multi-module decision-making strategy. Experimentally, speeds up of magnitudes can be obtained and in some cases, convergence was impossible using the modular approach but not using a non-modular network [10]. Using modular technique, the training time can be reduced in several ways.

1. The total number of iterations needed to train the individual nets in the modular approaches is less than the number of iterations required to train a non-modular network for the same task
2. The modules in a modular network are smaller and simple in architecture than the comparable non-modular network. So, one training iteration of a modular network requires less time than one iteration of the comparable non-modular network.

3. If the total number of patterns in all of the modules exceeds the number of patterns in the non-modular network, the modular approach yields faster convergence, and generalizes well.

4. The modules can be trained independently and in parallel on a cluster of high speed workstations.

Using MNNs, the modules are trained independently in parallel. Similarly, the modules operate in parallel when classifying. Arbitration among these networks can be done by majority voting, average voting, and oring the outputs of different modules. In [10], each module computes one of the output vector. Hence, MNN classifiers, generally, proved to be more efficient than non-modular alternatives [3,6]

2.1 A Proposed Algorithm For Face Detection Using MNNs

First, in an attempt to equalize the intensity values of the face image, the image histogram is equalized. This not only reduces the variability of generated by illumination conditions, and enhance the image contrast but also increases the number of correct pixels that can be actually encountered [1]. The second component of our system is a classifier that receives an input of 20x20 pixel region of gray scale image and generates an output region ranging from 1 to -1, signifying the presence or absence of a face, respectively. To detect faces anywhere in the input, the classifier is applied at every location in the image. To detect faces larger than the window size, the input image is repeatedly reduced in size. We apply the classifier at every pixel position in the image and scale the image down by a factor of 1.2 for each step. Therefore, this classifier is invariant to changes in scale and position. To train neural networks used in this stage, a large number of face and nonface images are needed. So, conventional neural nets are not capable of realizing such a searching problem. As a result of this, we use MNNs for detecting the presence or absence of human faces for a given image. Images (face and nonface) in the database are divided into three groups which result in use of three neural networks for training. More divisions can occur without any restrictions in case of adding more samples to the database. Each group consists of 600 patterns (300 for faces and 300 for nonfaces). A sample of nonface images, which are collected from the world wide web. Each group is used to train one neural network. Each network consists of hidden layer containing 30 neurons, and an output layer which contains only one neuron. Here, we use two models of MNNs. The first is the ensemble majority voting which gives a result of 77% detection rate. The other is the average voting which gives a better result of 82% detection rate. In order to have better results, we try to direct the input pattern to one of the three networks which has been trained for the nearest pattern to it. This requires another network to direct the input data to one of the three networks according to some features taken from such data. This network consists of two layers, the hidden layer contains 50 neurons, while the output one contains only one neuron. From the Fourier descriptors of the input data inside each window, we may obtain four features. These features are the mean, standard deviation, absolute summation and the range between maximum and minimum value for the Fourier vector. This makes the overall detection rate 87%

2.2 Enhancement of Recognition Performance

To enhance the detection decision, we can use the detection results of neighboring windows to confirm the decision at a given location. This will reduce false detection as
neighboring windows may reveal the nonface characteristics of the data. For each location, the number of detections within a specified neighborhood of that location can be counted. If the number is above a threshold, then that location is classified as a face. Among a number of windows, we preserve the location with the higher number of detections in range of one pixel, and eliminate locations with fewer detections. In our case, we choose a threshold of 4. Such strategy improves the detection rate to 94%, as a result of reducing the false detections. It is clear that, the use of MNNS and this enhancement have improved the performance over our previous results in [9], where we used non-modular neural networks, in which the best result on the same samples was 71%.

3. FAST NEURAL NETS FOR FACE DETECTION

In section 2, we presented the neural network for face detection using a sliding window to parse a given input image. In this section, a fast algorithm for face detection (used with each of the neural nets described in section 2.1) based on two-dimensional cross correlations that take place between the tested image and the sliding window. Such window is represented by the neural net weights situated between the input unit and the hidden layer. Using the convolution theorem, these cross correlations between input image and weights can be represented by a product in frequency domain [4]. As a result of this, speed up in order of magnitude can be gained during the test phase.

During the detection step, a sub-image \( I \) of size \( m \times n \) (sliding window) is extracted from the tested image of size \( S \times T \) and fed to a neural network. Let \( w \) be the vector of weights needed to compute the activity of hidden neuron. This vector of size \( mn \) can be represented as \( m \times n \) matrix \( \phi \). The output of hidden neurons \( h(i) \) can be given by

\[
h(i) = g \left( \sum_{j=1}^{m} \sum_{k=1}^{n} \phi_{ij} w(k) + b(i) \right)
\]

where \( g \) is the activation function and \( b(i) \) is the bias of each hidden neuron \( i \). The expression is obtained for a particular sub-image \( I \). Equ. (1) can be extended to the global image \( \psi \) as follows.

\[
h_I(u, v) = g \left( \sum_{j=n/2}^{n/2} \sum_{k=m/2}^{m/2} \phi_{ij} \psi(u+j, v+k) + b_i \right)
\]

This operation denotes a cross correlation operation. For any two functions \( f \) and \( d \), their cross correlation is given by:

\[
\rho(x, y) \otimes d(x, y) = \left( \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} f(m, n) d(x+m, y+n) \right)
\]

We may reformulate equ. (2) as

\[
h_i = g(\rho_i \otimes \psi + b_i)
\]

where \( h_i \) is the activity of the hidden unit \( i \) and \( h_i(u, v) \) is the activity of the hidden unit \( i \) when the observation window (sliding window) is located at position \( (u, v) \) and \( (u, v) \in [S-m+1, T-n+1] \).

Now, the above given cross correlation can be given in terms of Fourier Transform

\[
\rho \otimes \phi = F^{-1}([F(\psi) \ast F(\phi)])
\]

Evaluating this cross correlation using FFT, an important speed up can be gained in comparison to a classic neural network based on sliding windows. Similarly the final
output of the neural network can be expressed by linear combination of the hidden unit activity:

\[ O(u,v) = g\left( \sum_{i=1}^{q} w_{i0} h_{i}(u,v) + b_{0} \right) \]  

(6)

where, \( O(u,v) \) is the output of the observed window located at the position \( (u,v) \) in the input image \( \psi \).

The 2D FFT of a \( N \times N \) test image requires \( O(N^3 \log_2 N)^2 \) computation steps. The 2D FFT of the weight matrix \( \Phi \), can be computed off-line since these are constant parameters of the network independent of the test image. A 2D FFT of the test image has to be computed, therefore the total number of FFT to compute is \( q+1 \) (one forward and \( q \) backward transforms). In addition, we have to multiply the transforms of the weights and the input image in the frequency domain adding a further \( qN^2 \) computation steps. This yields a total of \( O((q+1)N^4 \log_2 N)^2 + qN^3 \) computation steps for the fast neural networks.

For a classic neural network, \( O((N-n+1)^2 n^2 q) \) computation steps are required, when one considers the activity of \( q \) neurons in the hidden layer and a square test image of size \( N \times N \) and a sliding window of size \( n \times n \). Therefore, the theoretical speed up factor \( \eta \) is:

\[ \eta = \Omega \left( \frac{q(N-n+1)^2 n^2}{(q+1)N^2 \log_2 N + qN^2} \right) \]  

(7)

For \( N=500 \), \( n=20 \), \( q=30 \), we may achieve a speed up factor of 4.46. The relation between the image size and speed up ratio is shown in Fig. 1. A comparison between the classic and fast neural nets for different window size is illustrated in Fig. 2.
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**Figure 1.** The relation between the length of image under test and the speed up ratio
4. FACE RECOGNITION USING INARIANT FEATURES

Image - invariance schemes assume that there are certain spatial image relationships common and possibly unique to all face patterns, even under different imaging conditions [14]. Fourier descriptors are well suited for recognizing objects using the characteristics of the global shape. By using the Fourier coefficients for an object, we obtain a set of Fourier descriptors that have the invariant property with respect to rotation, translation, and size [15-18]. By computing the Fast Fourier Transform of the data, \( x[m], 1 \leq m \leq L \), we obtain the Fourier coefficients for \( 0 \leq m \leq L-1 \) as follows:

\[
a[k] = \sum_{n=1}^{L} x[m] e^{-j2\pi km/L}
\]  

(8)

For face recognition, we need a certain value, namely, a feature vector which represents the face. How to make a feature vector from a given graphic image data is an important issue in pattern recognition. As a feature, we utilize the Fourier descriptor because it gives a unique value irrespective of image rotation, translation, and size scaling. Another advantage is that we can compress the data size significantly by eliminating one half of the Fourier components. The Fourier descriptors of the input face (20x20 pixels) are used to make the face image invariant to rotation or translation as follows:

1. Discard one half of the data and the dc component \( a[0] \) since it depends only on the position of the image center.
2. Obtain the absolute value of the complex number \( a[k] \) which will make it invariant under rotation or translation as follows:

\[
r[k] = \sqrt{\text{Re}(a[k])^2 + \text{Im}(a[k])^2}
\]  

(9)

3. Obtain the maximum component of the absolute values
4. Dividing \( r[k] \) by the maximum absolute value of the other components allowing \( r[k] \) to be invariant under scaling.

Here, a backpropagation neural network is chosen for classification of feature vectors since it is known to have inherent robustness in classification and flexibility in its application. We construct a neural net for solving this classification problem. A network
of three layers is learned to classify 120 patterns corresponding to ten human faces. A total number of 12 patterns are taken for each face through rotations from 0° to 165° by a step of 15°. The feature vector consists of 200 elements. Hence, it is common to select the input layer to have 200 nodes. The input nodes do not have any processing element (neuron). The second layer contains 30 neurons while the output layer has 10 neurons to distinguish between 10 human faces. The network is tested for 200 (20 for each face) images containing faces with different scales and orientations. Results show that the network can recognize 98% from these patterns correctly.

In order to reduce the number of neurons in the hidden layer, we make a modification during the learning process. Instead of training the neural net from 0° to 165°, we train it on images rotated from 0° to 75°. This is done as follows:

1. First, the input (face) image is resized 20x20.
2. Second, rotate the input (face) image by an angle of 90°.
3. Obtain FFT for the input (face) image and its rotated version.
4. Calculate the difference between the two vectors computed in the previous step.
5. Repeat the previous steps for the input image but with angles up to 75° by a step of 15°.
6. Do the above steps for all the faces to be stored in the database.
7. Train the neural networks with all of these patterns.

Using this procedure the neural network could be learned using only 14 neurons in the hidden layer instead of 30. For some example: of mirrored, noised, and occluded faces, experimental results have shown that the modified algorithm could recognize them correctly.

5. COMBINING FOURIER AND WAVELET TRANSFORMS WITH NEURAL NETS FOR FACE RECOGNITION

Recently, wavelet transforms have been shown to provide certain advantages in terms of better data compaction for a given signal. But they are not invariant to rotation, translation or scaling [12]. Using wavelet transform, we can analyze our signal in time for its frequency content. Unlike Fourier analysis, in which we analyze signals using sines and cosines, now we use wavelet function. Dilations and translation of the "mother function" or analyzing wavelet \( \phi(x) \), defines an orthogonal basis, our wavelet basis:

\[
\phi(x) = 2^s \phi(2^{-s} x - z) \quad (10)
\]

The variables \( s \) and \( z \) are integers that scale and dilate the mother function \( \phi \) to generate wavelets, such as a Daubechies wavelet family. The scale index \( s \) indicates the wavelet's width, and the location \( z \) gives its position. The mother functions are rescaled, or dilated by powers of two, and translated by integers. What makes wavelet bases especially interesting is the self-similarity caused by the scales and dilations. Once we know about the mother functions, we know everything about the basis. Compared with Fourier descriptor that uses global sinusoids as the basis functions, the wavelet descriptors is more efficient in representing and detecting local features due to the spatial and frequency localization property of wavelet bases [9]. In this section we make a combination between Fourier descriptors which are invariant to changes in scale, rotation or translation as shown in previous section and wavelet features to recognize the same faces as in previous section. Our approach is introduced to overcome the problems of rotation and translation variability of wavelet transforms while retaining their other advantages. The output vector in last section is then compressed using daubechies \( (s=3) \) wavelet. As a result of this, the
new vector has a length of only 100 points. Thus, the number of neurons in the hidden layer is reduced to 10 neurons. So, over a sample of 30 images, the response time is reduced compared to using only Fourier coefficients as shown in Fig. 3. Fig. 4 shows some examples for mirrored, noised, occluded, and horizontally/vertically skewed faces which have been recognized correctly using this combination with neural nets. Also, for a threshold value of 0.65 this combination is efficient in rejecting unknown faces.

![Figure 3. A comparison between the elapsed time taken by FFT only and FFT combined with DWT](image)

![Figure 4. Some examples of mirrored, rotated, noised, deformed, and occluded faces that could be recognized correctly using a combination of FFT and DWT](image)

### 6. CONCLUSION

A modular neural network approach has been introduced to identify frontal views of human faces. Such an approach can manipulate grayscale images of resolution 20x20 up to...