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The problem of estimating motion parameters is discussed. The problem is addressed using an iterative scheme to compute the optical flow for a sequence of images. The problem is formulated as a least-squares problem, which is solved using a least-squares algorithm. The motion parameters are then recovered using a modified approach to the problem of estimating the motion parameters in a fixed environment. The proposed algorithm is shown to be effective in recovering the motion parameters, and the results are compared to those obtained using other methods. The proposed algorithm is shown to be more accurate and efficient than other methods.
1. INTRODUCTION

The optical flow can be defined as the apparent motion of the brightness pattern in a sequence of images. It carries valuable information about the nature and the depth of surfaces. Also, the relative motion between observer and objects may be detected. This means that, the optical flow can play an important role, as an indirect method, to determine the relative velocity components known as motion parameters. The analysis of dynamic images sequence finds a wide range of applications, including robot navigation, target tracking, traffic monitoring, motion of biological cells, cloud and weather systems tracking, image coding, etc.

A simple iterative algorithm for estimating the optical flow was developed by Horn & Schunck. Also, Nagel, Wildherr, and others gave relevant topics. Several schemes for recovering the observer's motion indirectly have been suggested. These approaches can be classified into three categories: the discrete approach, the differential approach, and the least-squares approach. In the least-squares approach, the whole optical flow field is used. A major shortcoming of both the discrete and the differential approaches is that neither allows for errors in the optical flow. This is why the least-squares approach is chosen to be used in this paper. Many papers tackled this subject. In this paper, the least-squares algorithm is used extensively for the cases of pure translational and pure rotational motion. In the case of pure translational motion the definition of Focus of Expansion (FOE) is used to develop a new technique to estimate the motion parameters. The proposed technique is relatively simple and gives a fast response. The complexity of computations in comparison with Horn method is discussed. A series of computer experiments are used to study the performance of this technique using both real and synthetic images.

2. SYSTEM ANALYSIS

2.1 The optical flow problem:

An iterative scheme presented in was used to estimate the optical flow as follows:

\[ u_{k+1}^{n+1} = u_k^n - \frac{E_x^n v_k^n + E_y^n + E_t}{1 + \lambda (E_x^2 + E_y^2)} \]

\[ v_{k+1}^{n+1} = v_k^n - \frac{E_x^n u_k^n + E_y^n v_k^n + E_t}{1 + \lambda (E_x^2 + E_y^2)} \]

Where \( \bar{u} \) and \( \bar{v} \) are local averages of the \( x \) and \( y \) components of the optical flow, \( u_k^n \) and \( v_k^n \) are the optical flow components at a point with coordinates \((k, l)\) after the \((n+1)\)th iteration, and \( E_x, E_y, \) and \( E_t \) are the three estimates of the first partial derivatives of brightness with respect to \( x, y, \) and \( t \) respectively at the point \((k, l)\). There will be discontinuities in the optical flow on the silhouettes. This was overcome, to some extent, in the implementation by making the first two iterations be performed freely. Next, for each iteration, a threshold, \( T \), has its value as a ratio of the maximum amplitude of the optical flow vectors among the image points is obtained. This maximum amplitude is obtained through
the previous iteration. If the amplitude of the gradient of the optical flow at any point less than \( T_1 \), then the local averages, \( \hat{u} \) and \( \hat{v} \), must be evaluated separately. Namely, the flow amplitude at the neighbors which differ greatly from that in the current point are not included in the computation of \( \hat{u} \) and \( \hat{v} \). The difference between the current point flow amplitude and each neighbor point flow amplitude is compared with another threshold \( T_2 \). The value of \( T_2 \) is chosen empirically as a ratio of \( T_1 \). If there is not at least one point has a difference less than this threshold, we increase \( T_2 \) smoothly by a constant scale factor and attempt again for the four points. \( T_1 \) is decreased smoothly from an iteration to the next by a constant scale factor.

2.2 The recovery of motion parameters

Through the following analysis it will be assumed that the camera is moving with respect to a fixed environment. If there is more than one object with independent motion, then it will be assumed that the image has been segmented and that we can concentrate on one region corresponding to a single object. As shown in Fig. (1), the coordinate system is fixed w.r.t. the camera with the Z-axis pointing along the optical axis. Also, perspective projection is used with the origin be the center of projection and \( Z=F \) be the image plane, where \( F \) denotes the focal length through the paper. Hence, for any object point, the \( z \)-coordinate will be restricted to be positive. If the corresponding point of the object point \( P_0 (X,Y,Z) \), on the image plane is the point \( P \) with the coordinates \((x,y)\) on the image plane coordinate system, then:

\[
\frac{x}{F} = \frac{X}{Z} \quad \frac{y}{F} = \frac{Y}{Z} \quad (1)
\]

Let the translational component of the camera velocity be \( \mathbf{T} \) and its angular velocity be \( \omega \). Where \( \mathbf{T} = (U,V,W)^T \) and \( \omega = (A,B,C)^T \). The expected optical flow at the point \((x,y)\), denoted by \((u,v)\), is:

\[
u = \frac{x}{F} \quad \text{and} \quad v = \frac{y}{F} \quad (2)
\]

If the velocity of the point \( P \) in space is \( V \), then:

\[
V = -\mathbf{T} - \omega \times r \quad \text{Where} \quad r = (X,Y,Z)^T
\]

and,

\[
V = (X,Y,Z)^T
\]

With these definitions and using equations (1) and (2), we can obtain the translational and rotational components of the optical flow, \((U,V)\) and \((u,v)\), respectively, as functions of the camera motion parameters having the form:

\[
u = -\frac{U}{F} + \frac{x}{F} - \frac{y}{F} \quad \text{and} \quad v = -\frac{V}{F} + \frac{y}{F} - \frac{x}{F} \quad (3)
\]

\[
\frac{u}{F} = \frac{Axy - B(x + F^2) + Cy}{F}, \quad \frac{v}{F} = \frac{A(y + F^2) - Bxy - Cx}{F} \quad (4)
\]

2.3.1 The pure translational motion

As shown by Horn, in the case of pure translational motion, the
motion of the camera is uniquely determined if it has been determined
up to a constant scaling factor. Determining the values \( Z \), \( U \), \( V \), and \( W \)
which minimize the ML norm we can obtain:

\[
Z = \frac{\alpha^2 + \beta^2}{\alpha U + \beta V}
\]  

\( \alpha \) and \( \beta \) is defined as:

\[
\alpha = - U F + x W \quad \text{and} \quad \beta = - V F + y W.
\]

Where \( Z \) is the \( Z \)-coordinate of the point projected at \((x,y)\), on the
image plane, the optical flow at which is \((u,v)\). Eqn 5 is used to
determine the structure of the imaged object. Also it is used to
determine whether \( t \) or \(-t\) is the correct solution for the motion
parameters problem where \( Z \) must be positive. Also;

For the motion parameters, keeping in mind that \( U^2 + V^2 + W^2 = 1 \);

Let \( H = U/W \) and \( N = V/N \) we find that,

\[
N = \frac{fd - e(a+\lambda t)}{(b-\lambda t)^2 - (a+\lambda t)^2} \quad \text{and} \quad M = \frac{-e(b-\lambda t)}{d}.
\]

Hence, \( W = \cos(\tan^{-1}(\sqrt{M^2+N^2})) \), \( V = H W \), and \( U = N W \).

Let's for the following assuming that the image plane is the
rectangle \( x \in [-L, L] \) and \( y \in [-h, h] \), then the variables in (6) can be defined as:

\[
a = F \sum_{y=-h}^{h} \sum_{x=-L}^{L} v^2, \quad b = F \sum_{y=-h}^{h} \sum_{x=-L}^{L} u^2, \quad
c = F \sum_{x=-L}^{L} \sum_{y=-h}^{h} (x u - y v)^2, \quad d = F \sum_{x=-L}^{L} \sum_{y=-h}^{h} u v, \quad
e = F \sum_{x=-L}^{L} \sum_{y=-h}^{h} u (x v - y u), \quad f = F \sum_{x=-L}^{L} \sum_{y=-h}^{h} v (x v - y u).
\]

Where \( \lambda t \) is the smallest root of the equation:

\[
\lambda^3 - (a+b+c)\lambda^2 + (ab+bc+ca-d^2-e^2-f^2)\lambda - (ae^2 + be^2 + cd^2 + abc - 2def) = 0.
\]

Note that, this equation has three real positive roots (for more, see
Horn).

In the pure translational motion the "Focus of Expansion"
(FOE) is defined as the point of intersection of all the
image points flow vectors. As shown in Fig. (2), if the two
points \( P_1(x_1, y_1) \) and \( P_2(x_2, y_2) \)
on the image plane have the
optical flow vectors \( [u_1, v_1] \)
and \( [u_2, v_2] \), respectively,
then from Eqns 3 and 4 we have;

\[
\text{Figure (2)}
\]
\[ u_1 = \frac{-U F + x_1 W}{z_1}, \quad v_1 = \frac{\Delta F + y_1 W}{z_1} \]
\[ u_2 = \frac{-U F + x_2 W}{z_2}, \quad v_2 = \frac{-\Delta F + y_2 W}{z_2} \]  \( \text{(7)} \)

The slopes of the straight lines \( P_0 P_4 \) and \( P_0 P_5 \) are \( s_1 \) and \( s_2 \) respectively, where \( P_0 (x_0, y_0) \) is the FOE point. These slopes can be determined as follows:

\[ s_1 = \frac{y_1 - y_0}{x_1 - x_0}, \quad s_2 = \frac{y_2 - y_0}{x_2 - x_0} \]  \( \text{(8)} \)

Using Eqn (7), it is also possible to determine these slopes as

\[ s_1 = \frac{v_1}{u_1} = -\frac{\Delta F + y_1 W}{-U F + x_1 W}, \quad s_2 = \frac{v_2}{u_2} = -\frac{\Delta F + y_2 W}{-U F + x_2 W} \]  \( \text{(9)} \)

Equate the values of \( s_1 \) and \( s_2 \) from eqns (8) and (9) and solving for \( x_0 \) and \( y_0 \), then we have after few mathematical manipulations:

\[ x_0 = \frac{U F}{\Delta W} \quad \text{and} \quad y_0 = \frac{\Delta F}{\Delta W} \]  \( \text{(10)} \)

It is evident that the coordinates of the FOE point are functions of the motion parameters. The coordinates of the FOE can also be obtained by solving the two equations (8), this gives the solution:

\[ x_0 = \frac{x_2 u_1 v_2 - x_1 u_2 v_1 + u_1 v_2 (y_1 - y_2)}{(s_2 - s_1)} \quad \text{and} \quad y_0 = \frac{y_2 u_1 v_2 - y_1 u_2 v_1 + u_1 v_2 (x_1 - x_2)}{(s_2 - s_1)} \]  \( \text{(11)} \)

Replacing \( s_1 \) and \( s_2 \) by \( v_1/u_1 \) and \( v_2/u_2 \) respectively, then:

\[ x_0 = \frac{x_2 u_1 v_2 - x_1 u_2 v_1 + u_1 v_2 (y_1 - y_2)}{(u_1 v_2 - u_2 v_1)} \quad \text{and} \quad y_0 = \frac{y_2 u_1 v_2 - y_1 u_2 v_1 + u_1 v_2 (x_1 - x_2)}{(u_2 v_1 - u_2 v_1)} \]  \( \text{(12)} \)

The use of the flow information at only two points to determine the motion parameters \( U, V \) and \( W \) is an inaccurate process. This is due to the error associated with the intensity image values used to determine optical flow at each point. Another source of error is the use of the iterative scheme described previously. In order to make use of the optical flow information available at each point in the image, the following error criterion is introduced to estimate the motion parameters,

\[ \sum_{y=0}^{L} \sum_{x=-L}^{L} (x_0 - U F/W)^2 + (y_0 - V F/W)^2 \]

Differentiating the integral with respect to \( U \) and \( V \), and equating the results to zero:

\[ \frac{U}{W} = a/(2 L h F), \quad \frac{V}{W} = b/(2 L h F). \]  \( \text{(13)} \)

Where:

\[ a = \sum_{y=0}^{h} \sum_{x=-L}^{L} x_0, \quad b = \sum_{y=0}^{L} \sum_{x=-L}^{L} y_0. \]
Taking pairs of the image points on opposite sides of an image diagonal, i.e.: 
\[ x_1 = x, \quad x_2 = -x, \quad y_1 = y, \quad y_2 = -y. \] (14)

In fact, this method cannot detect whether \( t \) or \(-t\) is the correct velocity of the camera. So, we can use equation (5) as explained previously to detect it. Estimation accuracy can be increased by increasing the used point-pairs. This occurs by using another rule for associating this pair differs from the method used in eqn(14). This method of the motion recovery is robust in the case of more accurate flow directions against noise and small perturbations.

**COMPUTATION COMPLEXITY**

The modified Horn algorithm is tested against the proposed algorithm. Under similar conditions and adjusting the No. of point-pairs to give similar accuracy, the computation time of the proposed algorithm was three-eighth of the modified Horn algorithm. Taking in account that, any repeated multiplication is done once.

**2.3.2 The pure rotational case**

The angular velocity components in \( X, Y, \) and \( Z \) directions denoted by \( \lambda, \beta, \) and \( \gamma \) respectively are obtained as follows:
\[
\lambda = \frac{(k(\delta X - \epsilon Y) + m(\delta Z + \epsilon Z))/F,}{(k(\delta X + \epsilon Y) - m(\delta Z - \epsilon Z))/F},
\]
\[
\beta = \frac{-k(\delta X + \epsilon Y) + m(\delta Z - \epsilon Z))/F,}{(k(\delta X - \epsilon Y) - m(\delta Z + \epsilon Z))/F},
\]
\[
\gamma = \frac{[k(\delta X - \epsilon Y) + m(\delta Z + \epsilon Z))/F,}{(k(\delta X + \epsilon Y) - m(\delta Z - \epsilon Z))/F}.
\]

After reformulating the eqns in taking the focal length into account and issuing an implementable form we find that:
\[
a = \frac{1}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} (x^2 + y^2 + (y^2 + p^2)^2),
\]
\[
b = \frac{1}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} ((x^2 + p^2)^2 + x^2 y^2),
\]
\[
c = \frac{1}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} (x^2 + y^2), \quad d = -\frac{1}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} (xy(x^2 + y^2 + 2p^2)),
\]
\[
e = -\frac{p^2}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} y, \quad f = -\frac{p^2}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} x,
\]
\[
x = \frac{1}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} (uxy + v(y^2 + p^2)), \quad 1 = \frac{1}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} (ux^2 + vx^2 + vxy),
\]
\[
m = \frac{1}{F} \sum_{y=-h}^{h} \sum_{x=-L}^{L} (uy - vx), \quad M = a(\delta c - \epsilon Z) - d(\delta CD - \epsilon Z) + f(\delta CD - \epsilon Z)/F.
\]

**3. EXPERIMENTAL WORK**

Figure 3 shows three synthetic images of a sphere. In this figure, the images (a) and (b) represent case number 1 which is two successive images of a sphere during the motion of the camera slightly along the \( z \)-axis in the negative direction. Also, the image (a) and (c) represent case number 2 which is two successive images of a sphere during the rotation of the camera slightly around the \( z \)-axis with rotating velocity 0.01 rad/s. For the used system, we took the values, \( \delta x=1\text{mm}, \delta y=1\text{mm}, \) and \( \delta t=1\text{s}. \) The image (d) is the needle diagram which
Represents the optical flow of case 1 with $\lambda=10$ and the number of iterations is 8. Similarly, the image (e) represents the optical flow of case 2 with the same $\lambda$ and number of iterations as case 1. The needle diagram is some vectors their amplitudes are indication to the amplitudes of the optical flow at the corresponding image points and their directions represents the directions of the optical flow at the corresponding image points. For real images we see that, image (f) and (g) represent case number 3 which is two successive images of a curved wall covered with varying brightness pattern during the translational motion of the camera. The needle diagram of case 3 is shown in image (h). For the image (h) the parameters taken as: $\lambda=3$ and the number of iterations is also 8.

The following table displays some results of the motion recovery process with different parameters. For the cases which include pure translational motion, the results are the values of the motion parameters, $\mathbf{U}$, $\mathbf{V}$, and $\mathbf{W}$. But in the case of pure rotational motion, the results are the angular velocity components, $\mathbf{A}$, $\mathbf{B}$, and $\mathbf{C}$. For the translational motion the asterisk to the left of the case number tells that, the used algorithm is the proposed one. Also, the FOE coordinates is valid for the translational case.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>$\lambda$</th>
<th>$F$ [mm]</th>
<th>$U_A$</th>
<th>$V_B$</th>
<th>$W_C$</th>
<th>$X_0$</th>
<th>$Y_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>160</td>
<td>-0.0504357</td>
<td>-0.0135763</td>
<td>-0.998635</td>
<td>8.08074</td>
<td>2.17517</td>
</tr>
<tr>
<td>2*</td>
<td>10</td>
<td>160</td>
<td>0.0017293</td>
<td>-0.2876312</td>
<td>-0.995343</td>
<td>-6.4576</td>
<td>14.08659</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>160</td>
<td>0.0698959</td>
<td>0.0191948</td>
<td>0.99737</td>
<td>11.2128</td>
<td>3.07927</td>
</tr>
<tr>
<td>3*</td>
<td>3</td>
<td>160</td>
<td>-0.2173</td>
<td>-0.0684174</td>
<td>0.99742</td>
<td>-3.48579</td>
<td>-10.9751</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>160</td>
<td>0.0781501</td>
<td>0.0152253</td>
<td>0.996827</td>
<td>12.5407</td>
<td>2.44389</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>160</td>
<td>-0.0884374</td>
<td>-0.130361</td>
<td>0.987514</td>
<td>-14.3289</td>
<td>-21.1214</td>
</tr>
<tr>
<td>5*</td>
<td>15</td>
<td>150</td>
<td>0.0796699</td>
<td>0.0155798</td>
<td>0.9967</td>
<td>12.7894</td>
<td>2.50102</td>
</tr>
<tr>
<td>6*</td>
<td>15</td>
<td>150</td>
<td>0.144253</td>
<td>-0.278973</td>
<td>0.949372</td>
<td>24.3113</td>
<td>-47.0327</td>
</tr>
<tr>
<td>7</td>
<td>3*</td>
<td>130</td>
<td>0.0821608</td>
<td>-0.040085</td>
<td>0.995728</td>
<td>21.6406</td>
<td>3.1345</td>
</tr>
<tr>
<td>8*</td>
<td>3</td>
<td>130</td>
<td>0.0267092</td>
<td>-0.0804946</td>
<td>0.9961</td>
<td>-3.48579</td>
<td>-10.9751</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>160</td>
<td>0.14538</td>
<td>0.0357075</td>
<td>0.98707</td>
<td>19.2334</td>
<td>3.13034</td>
</tr>
<tr>
<td>9*</td>
<td>3</td>
<td>90</td>
<td>0.0384178</td>
<td>-0.120959</td>
<td>0.991981</td>
<td>-1.48579</td>
<td>-10.9751</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>110</td>
<td>0.110003</td>
<td>-0.0289088</td>
<td>0.993511</td>
<td>12.1793</td>
<td>3.20074</td>
</tr>
<tr>
<td>10*</td>
<td>3</td>
<td>110</td>
<td>-0.0315168</td>
<td>-0.0992314</td>
<td>0.994565</td>
<td>-3.48579</td>
<td>-10.9751</td>
</tr>
</tbody>
</table>

From the experiments of each stage, it was found that mainly, the errors are due to the computation of the optical flow. Also, it was found that the direction of the flow vectors always tends to the direction of the brightness gradient. This is due to the restricted brightness constancy constraint. The angle between the recovered direction of motion and the X-Y plane can be estimated easily from the components U, V, and W. From the table it can be implied that this angle is changed due to the error in the value of the focal length in the translational case. Experimentally it was found that the higher the focal length the greater the angle between the recovered direction and the X-Y plane. The change in $\lambda$ produces a slight change in the recovered motion parameters. This is because of the limitation in the number of iterations. Experimentally it was found also that the recovered motion parameters has less sensitivity for the change of $\lambda$ in the case of pure rotational motion.
4. CONCLUSION

In this paper an iterative scheme was used to compute the optical flow using a sequence of images. It was found that, in spite of the violation of the optical flow constraint equation, the results are considerably accurate because of the developed treatment. In the case of pure translational motion, it was proved that the motion can be determined (up to a constant factor) by considering the direction of the optical flow at two points. In the same case, the relationship between the coordinates of the focus of expansion (FOE) and the motion parameters is also argued. The proposed algorithm for the recovery of motion parameters showed more simplicity than the modified Horn algorithm.
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