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منص السياق...

نظام المحرك بـ "المحرك" هو عبارة عن مجموعة من البرامج التي تسمح جهاز bodyParser
الذي يستخدم في "المحرك" من "المحرك" هو الاستخدام الأول للسلاسل، بـ "المحرك" المتصلة
ABSTRACT

In recent years, several disk scheduling techniques have been suggested. It seems clear that the choice of an algorithm can make a significant difference in computer system performance, but which is best is still an open question. Therefore, the main contribution of this paper is the detailed computational experience of three well-known schedulers, to evaluate their performances. The aim of this evaluation is to help those responsible for system operations in assessing the possibilities for improving disk performance. Finally, it is to help us to choose the best scheduler suitable for our MVAX system with its load conditions.

1. INTRODUCTION

An operating system is a collection of algorithms which act as an interface between the computer system and the users. It is designed to manage the processes, the memory, the devices, and information. The scheduling of these resources allows the system to operate more efficiently. Devices can be generally categorized into two major groups; I/O and storage devices. According to the access technique, there are three main types of storage devices; serial (tape), complete direct access (core), and direct access (drum, disk). The latter may be fixed head disk which has one head for each track, or moving head disk which has one head to access different tracks. It is characterized by small variance in access time, and can be efficiently shared and simultaneously used providing high performance rates. Therefore, most of the processing of modern computer systems prefers to use on the disk system. However, in multiprogrammed computing systems, inefficiency is often caused by improper use of the disk, because its performance is critical factor to the performance of the entire system. Hence the proper management of disk storage is of central importance to a computer system.

One easily tunable piece of a disk system is the disk scheduling algorithm which the operating system uses to decide which of a set of pending disk requests should be served next. An effective way to improve system performance is to improve this algorithm. Therefore, in the last few years, several disk scheduling algorithms have been suggested [1-12]. Among them we note the FCFS, SSTF, SCAN and its variants [3-9] and recently SVS [5], as improvements over the FCFS. However, no exact analysis has appeared for most of these algorithms to indicate how they are actually used on an actual system measurements. It is not clear how such algorithms compare on real systems, and how the arrival process affects the performance criteria. Also, it is not known under what circumstances an algorithm is better than the other. It seems that these questions will represent formidable analytic problems for some time to come. Consequently, this paper is again concerned with the performance evaluation of the most popular disk scheduling techniques. In the next section, the reformulation and the interrelationship of these techniques in terms of different lines are discussed. The simulation model and its parameters are presented in the third section, while in the last two sections, series of experimental results are discussed and followed by the conclusion.
2- PROBLEM FORMULATION

The hardware for a disk system can be divided into three parts: controller, drive and disk. The disk controller determines the logical interaction with the computer. It takes the instructions from the CPU and orders the disk drive to carry out these instructions. The disk drive is the mechanical part, including the device motor, the heads and associated logic. The disk is a flat circular shape with two surfaces. Each surface is divided into tracks, within a track, information is stored in sectors (or blocks) with fixed or variable size. While, the cylinder means all of the track on the different surfaces on one drive that can be accessed without moving the heads. Thus information on the disk may be referenced by a multi-part address including the drive number, the surface, the track, and the sector. Therefore, to access a particular block of data on the disk, three operations are usually necessary. First, the system must move the head to the appropriate track. seek operation, in a seek time (T_s). The head must wait until the desired block rotates under or over the head. This delay is called latency operation and takes latency (or rotational) time (T_r). Finally, the actual transfer of data between the disk and main memory takes place. The last part is then transfer time (T_t). Hence, the service time (T) takes the form:

\[ T = T_s + T_r + T_t \]  

As equation can be rewritten in the following formula:

\[ T = T_s + T_r / 2 + T_r / m = T_s + A \]

where \( T_r \) = disk rotation time, and \( m \) = number of sectors per track.

The expected number of sectors traversed to service the next requests \( \{1, 2\} \):

\[ B = \sum_{K=0}^{m-1} K \text{ prob } \{ \text{sector K is next } \} + 1 = \sum_{K=0}^{m-1} K \frac{1}{m} \frac{1}{m+1} + (m-1) \frac{1}{m+1} + 1 \]

\[ = \frac{1}{2} (m-2)(m-1) + 1 \]

\[ T = \left( T_r / m \right) \text{ (expected number of sectors traversed)} \]

\[ = \frac{1}{2} (T_s + A) + \frac{1}{m} (B) \]

where P is the probability that the next request to be serviced is not on the current cylinder, its value is dependent on the scheduling algorithm. If the desired disk drive and the controller are available, the disk requests can be serviced immediately. Otherwise, as in the case of multiprogramming system with many processes, the disk requests will need to be queued. Furthermore, because the above disk operations involve mechanical movement, the time \( T \) is often an appreciable fraction of a second. This is very slow compared with the very high processing speeds of the central computer system. So, it is important that the operating system must improve the average disk service time by scheduling the requests and hence move the head to the desired track as fast as possible, i.e. the requests must...
served with minimum time. Consequently, disk scheduling must involve a careful examination for the positional relationships among the waiting requests to determine the most efficient way to service the requests. The common schemes of disk scheduling are latency optimization and seek optimization. It seems that the minimizing latency time usually has very little effect on overall system performance, except under very heavy loads. Also, seek times tend to be about an order of magnitude greater than latency time. So that, most disk scheduling algorithms concentrate on minimizing seek times. Since scheduling algorithm can minimize time wasted in performing lengthy seeks, the throughput (number of requests served per unit time) can certainly be maximized and can then be improved. In the same direction, the disk scheduler should attempt to minimize the average waiting (the mean response time). Because, the expected waiting time, $T_w$, for individual requests from time of arrival into the queue until completion of service is equal to $L / \lambda$, and the disk utilization $\rho$ is of $\lambda T$. Where $L$ is the mean queue length includes request currently being served, and $\lambda$ is the input rate in requests per time unit too, the scheduler must minimize the variance in response times, it is defined as a measure of how far individual items tend to deviate from the average of the items, and is used to indicate predictability, it means the smaller the variance, the greater the predictability. Several disk scheduling algorithms have been proposed to deal with the seek minimization [1-12]. Some of the most popular algorithms [1,3,4,9] will be reformulated and discussed in detail as in the following.

2-1 FCFS Algorithm

The simplest form of disk scheduling is the first-come-first-served (FCFS). It does not take advantage of positional relationships between I/O requests in the current queue or of the current position of the head. The requests are queued and if new requests are added to the tail of the queue. The request selected for service is that at the top of the queue i.e. the first request to arrive is the first one served. So, there is no reordering of the queue, and it results in a random seek pattern with no optimization of head motion. However, it is easy and fair, in the sense that once a request has arrived, its place in the schedule is fixed and hence the waiting time of a request is independent of its position. The expected seek time ($T_s^{FCFS}$) and the service time ($T_i^{FCFS}$) can be expressed as:

$$T_s^{FCFS} = S_{min} + \left\{ D(C + 1) / 3 C^2 \right\}$$  \hspace{1cm} (4)
$$T_i^{FCFS} = (1 / C) (T_s^{FCFS} - A) + (C-1)/C(T_{max} / B)$$  \hspace{1cm} (5)

Where $D = (S_{max} - S_{min}) (C - 1)$, $C = \text{total number of cylinders}$, $S_{min} = \text{Seek time for distance of one cylinder}$, $S_{max} = \text{Seek time for distance of C-1 cylinders}$.

2-2 SSTF Algorithm

It seems reasonable to service all requests close to the current head position together, before moving the head far away to service another request. It is the basis for the shortest-seek-time-first (SSTF) scheduling technique. SSTF services requests according to their proximity to the last request serviced. It tends to optimize on seek times. Thus all waiting requests are examined when service of the current
request has been completed. The request that requires the shortest seek (or no seek at all) is taken
from the request pool and serviced next, even if that is not the first one in the queue, and regardless
of the direction in which the head must move. In this case, the innermost and outermost may receive
poor service compared with the mid-range tracks. It attempts to improve the throughput by
processing the request with minimum seek time, but it is at the expense of discrimination against
individual requests. So, it is unfair with unacceptably high variance of the service time. The seek time
\(T_{SSFT}\) and the service time \(T_{SSTF}\) can be expressed as:

\[
T_{SSFT} = S_{min} + (DE - 1)/(2(C - 2))
\]

\[
T_{SSTF} = F \{ (T_s)_{SSFT} + A \} + [(1 - F)(T_{r/m})B]
\]

where \(E = [1/(L+1)] \cdot [1 + (1/(L+2))(C/(C-1))^{L+1}]\),

\(F = [(C-1)/C]^{L'}\) and

\(L' = \) mean number of requests served in one sweep across the surface (practically \(1.5 < L'/L < 1.72\)).

2-3 SCAN Algorithm

It was developed to overcome discrimination and high variance in response times of SSTF. It chooses
the request that results in the shortest distance in a preferred direction. The head moves, servicing all
requests in that direction. It does not change direction until there are no further requests pending
in that direction or until it reaches the end. Then the head is reversed and servicing continues. Thus,
with scan the head acts as a shuttle as it sweeps back and forth accessing all tracks, servicing the
requests. It tends to optimize on seek times. The expected seek time \((T_s)_{SCAN}\) and the service time
\((T_s)_{SCAN}\) can be formulated as:

\[
(T_s)_{SCAN} = S_{min} + (S_{max} - S_{min})/(1 + L')
\]

\[
(T_s)_{SCAN} = F \{ (T_s)_{SCAN} + A \} + [(1 - F)(T_{r/m})B]
\]

3- SIMULATION MODEL

To obtain good performance from a computer system, it is necessary to investigate the performance of
all components of this system. One of the most important components is the disk scheduling algorithm
of the operating system. The essential qualities of a good scheduler are minimum values of the
various times: service, waiting, turnaround, minimum value of variance, and maximum value of
input. The three schedulers (FCFS, SSTF, and SCAN) described above are chosen as representative
the next step of investigation is to determine which scheduler satisfies all these essential
qualities. This section is concerned with the performance evaluation of these schedulers, to differentiate
among them over a wide range of operation conditions. Thus, extensive computer simulation runs have
been carried out. The simulation model is given in figure (1). It is composed of the following four parts:

(1) Disk characteristics: the disk is characterized by the number of cylinders, heads, block
size, and block per track.

(2) Request generation: the request is randomly generated and simulated by service type, request
length, and address (cylinder, track, starting record). According to the number of requests per unit
time, the random function is based on three levels of requests: Low (from 0 to 25), moderate (from 25 to 50) and heavy (from 50 to 100).

3) Scheduler: It is to apply a disk scheduling (FCFS or SSTF or SCAN) to serve the requests.

4) Evaluation: It is to evaluate the following performance criteria: throughput, waiting time, turnaround time, mean response time, and the variance.

The simulation assumes that the delay is introduced and queues are formed only out a disk. If several devices contend for a channel, queues may form for the channel. Likewise, if several drives are attached to one controller, queues may form at the controller. Consideration of the effects of these additional contentions is outside the scope of this paper. Therefore, our model is based on the service time of channel and control unit are not considered. The schedulers are programmed in C language and tested using VMS (Variable Memory System) operating system, on MVAX (Micro Virtual Address Extension) computer. Our department system, MVAX, is equipped with the following: main memory of 4MB, virtual memory space of 4GB, dual diskette drive of 400KB, magnetic tape drive of 95MB, Line printer, 18 terminal lines and 2 fixed winchester disk drives; each of 71MB. The disk parameters are: average seek time = 30 m.sec, average Latency time = 8.33 m.sec, average access time = 38.33 m.sec, and transfer rate = 184.32 KB/sec.

4- RESULTS

To compare the performance of disk scheduling algorithms (FCFS, SSTF and SCAN), a series of simulation experiments are carried out. The experimental results are summarized in figure (2). The goodness of the schedulers has been evaluated according to the performance indicators of that figure. Let us look at the differences among these algorithms for these indicators. The first algorithm, FCFS, is easy to program and intrinsically Fair, so, it appears to be the most commonly used scheduler. However, it may not provide the best service, because it is acceptable only when the load on the disk is low, but as load grows it tends to saturate the device and response times become large. It shows that SSTF results in better throughput rates than FCFS, and mean response times tend to be lower for moderate loads. At low requests level, SSTF gives results indistinguishable from FCFS. Thus, the SSTF, while a substantial improvement over FCFS is not optimal. One significant drawback is that higher variances occur on response times because of the discrimination against the outermost and innermost track. When the significant improvements in throughput and mean response times are considered, this increased variance may be tolerable. So that SSTF is useful in batch processing systems, and it is unacceptable in interactive systems. At low load, SCAN is inefficient because of the necessity to sweep across the disk regardless of the queue size. The simulation of SCAN shows that as the load on the disk queuer increases, the difference in performance SCAN and SSTF is nearly distinguished. Because of the oscillating of the head in SCAN, the outer tracks are visited less often than the mid-range tracks. But, this is not as serious as that of SSTF; and SCAN eliminates much of this discrimination and offers much lower variance. One aspect of these two techniques SSTF and SCAN, is that mean seek distance decreases as load increases. Increase in arrival rate lead to increase in mean queue length, hence reduction in mean
seek distance. With a corresponding reduction in service time. In consequence, under high loads, SSTF and SCAN are more stable than FCFS. From the point of view of settling time, SSTF and SCAN are nearly identical. At low input load SSTF has a lower variance than SCAN, while the latter is preferable for the heavy load.

5- CONCLUSION

We consider three various schedulers for improving disk scheduling efficiency, and compare and construct the schedulers in the context of several performance criteria. The simulation results show that SSTF and SCAN offer significant advantages in turnaround time, waiting time, variance, and throughput, compared to that of FCFS. While, under loading conditions, FCFS is an acceptable way to service requests, which is easy to implement. The results of SSTF and SCAN are almost nearly identical. If the throughput is of sole concern, then we must select SSTF. But, SSTF is unacceptable in interactive systems, because the interactive users care more about the variance of waiting time than they do about mean. At the high input load SCAN is efficient over SSTF. However, it is important to realize that the benefits, to be gained from the more complicated schedulers, are not as great as might be expected. Also, the effect of relatively small reduction in means seek distance is even more noticeable in newer disk drives, because manufacturers have been more successful in reducing seek times than in increasing rotation speeds. It is hoped that our new suggestion can form the basis of a new paper, its results are now almost complete and may be reported in the near future.
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### Performance Indicators

<table>
<thead>
<tr>
<th>Req.</th>
<th>Turnaround Time</th>
<th>Waiting Time</th>
<th>Variance</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PERS</td>
<td>SCAPE</td>
<td>SCAN</td>
<td>PERS</td>
</tr>
<tr>
<td>10</td>
<td>8.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.5</td>
</tr>
<tr>
<td>15</td>
<td>9.5</td>
<td>7.0</td>
<td>7.0</td>
<td>8.0</td>
</tr>
<tr>
<td>20</td>
<td>10.5</td>
<td>7.5</td>
<td>7.5</td>
<td>9.0</td>
</tr>
<tr>
<td>25</td>
<td>11.0</td>
<td>7.8</td>
<td>8.0</td>
<td>9.6</td>
</tr>
<tr>
<td>30</td>
<td>12.0</td>
<td>8.0</td>
<td>8.5</td>
<td>11.0</td>
</tr>
<tr>
<td>40</td>
<td>16.0</td>
<td>11.0</td>
<td>10.0</td>
<td>13.5</td>
</tr>
<tr>
<td>50</td>
<td>18.0</td>
<td>12.0</td>
<td>11.0</td>
<td>16.0</td>
</tr>
<tr>
<td>60</td>
<td>19.0</td>
<td>13.0</td>
<td>12.0</td>
<td>17.0</td>
</tr>
<tr>
<td>70</td>
<td>20.5</td>
<td>13.0</td>
<td>12.0</td>
<td>17.0</td>
</tr>
<tr>
<td>80</td>
<td>21.0</td>
<td>14.0</td>
<td>13.0</td>
<td>18.0</td>
</tr>
<tr>
<td>90</td>
<td>21.0</td>
<td>15.0</td>
<td>13.0</td>
<td>19.1</td>
</tr>
<tr>
<td>100</td>
<td>22.0</td>
<td>16.0</td>
<td>14.0</td>
<td>19.0</td>
</tr>
</tbody>
</table>

**Figure (1)** Simulation Model

**Figure (2)** Simulation Results